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Abstract The aim of this paper is to select an appropriate ARIMA model for the time series after transforming the original
responses. Box-Cox and Yeo-Johnson power transformation models were used on the response variables of two time series
datasets of average temperatures and then diagnosed and built the appropriate ARIMA models for each time-series. The
authors treat the results of the model fitting as a package in an attempt to decide and choose the best model by diagnosing the
effect of the data transformation on the response normality, significant of estimated model parameters, forecastability and
the behavior of the residuals. The authors conclude that the Yeo-Johnson model was more flexible in smoothing the data and
contributedto accessing a simple model with good forecastability.
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1. Introduction

Mostly, there is no data set that can be ready for statistical modeling due to some violations of the conditions of
statistical analyses. Therefore, the authors resort to one of three options to overcome the problems resulting from the
lack of conditions, which is the use of robust procedures or data transformation in the context of parametric analyses
or the use of non-parametric procedures in the context of free distribution analyses. In creating statistical models,
the literature on transforming data from its original scale to a new scale aims to estimate a simple model with
normal errors and constant error variance [ 1, 2]. This modification of the values and shape of a distribution function
[3]. it also aims to improve model output when the violation of the conditions is not significant but effective. In
1964, Box and Cox proposed the Box-Cox transformation (BCT) and the approach of the normality assumption of
the transformed response so as to boost multiple linear regression and removnon-linearity, heteroscedasticity and
skewness [4] The subject of power transformations has been studied extensively with emphasis on approaches to
employing estimation methods to choose decision rules that help in determining the estimators of the parameters of
statistical models and the optimal power parameters[for more important aspects and recent approaches to the power
transformation approaches, see Atkinson et al] [5]. This article is concerned with the use of power transformations
to improve the forecastability of the time series models in light of the problem of the multiple and overlapping
approaches estimating the power parameters. The two parametric power transformation models BCT and Yeo-
Johnson Transformation (YJT) were used to transform the response variable in two real datasets of temperature
time series. In the second section, we provide some theoretical reviews on the use of power transformations in time
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series and some mathematical aspects of BCT and YJT models. As for the third section, it included the proposed
computational algorithm. The fourth section included the practical application, while the fifth section included the
conclusions.

2. Power Transformation in Time Series Models

Since 1970, Box and Jenkins recommended the use of power transformations in ARIMA models so that the
modelling procedure involved the data transformation as a preliminary analysis and an iterative three-stage process;
identification, estimation and checking the model [6]. Hipel and McLeod discussed the use of power transformation
in seasonal and non-seasonal ARIMA model [7]. Chen and Lee discussed the selection of appropriate power
transformation in ARMA models by using the Bayesian treatment to estimate the model and the power parameter
[8]. There are two approaches to using power transformation to improve the forecastability of time series models.
The first is to perform the transformation before fitting the model [6]. While the second is a complicated procedure
because the process of estimating the power parameter is conducted in conjunction with the estimation of the model
parameters and the other fitting processes of the model [9, 10, 11]. This complexity in the second approach results
from the fact that the autocorrelation structure of the transformed time series and its variations, is not independent
of the selection of the power parameter [12]. The simple power transformation model for positive random variable
Zis, ZXN = ZVif A # 0 and ZN = log (Z) if A = 0 [2]. This transformation is monotone and it preserves the
order of data for A > 0. Thus, when A = 1 the data is analyzed in its original scale, and A = O corresponds to
a logarithmic transformation. While the BCT model was more complex but it is more suitable for mathematical
treatment. For any Y > 0 and Ae R, the BCT is given by,

ZX —1\\ ifA£0

A) —
Z (A’Z)_{ log (Z) ifA=0 M

where A € R and usually estimated according to a hypothetical statistical model by maximum likelihood under
the assumption of normality transformed response. The initial assumption of BCT restricted to positive data.
Additionally, BCT restricts the sample space of the transformed variable by the two inequalities Z* > —1\\ if A
>0and Z* > —1\\if A < 0 so that it is not consistent with the normality assumption of the transformed variable
[13]. Yeo and Johnson [14] generalized the BCT within the case of the negative random variable to achieve the
advantage of working without having to fret about the domain of Z. The YJT for a fixed Z(\) : R — R is defined
by,

(z+1)*=1) A#0and 2 <0

Z(’\)(AZ): In(z+1) A=0and 2 <0 2
’ ~((=z+1)22-1)/(2-)) A#2andz<0
In(—z+1) A=2and z <0

Where X is the power parameter likewise the BCT. This transformation can hold the properties of the log-mean
standardization after the inverse-transformation since Z* (), Z) is invertible. The basic assumption in all the
power transformation methodologies assumes, as Box and Cox first proposed in 1964, that the transformed data
variable distributed according to the normal distribution with mean x and variance o2. As a result, the original
data will have an unknow probability density function of form fz(Z*; X\, u,0?), J(\, Z). As for the methods
of estimating the power parameter A , one of the criteria is to choose the estimator that maximizes the following
log-likelihood function (LLF) of the PDF of the original variable Z,

n

> (2 =)’ +log J(A, Z) 3)

i=1

-n

Where 52 (\) is the variance estimator of Z(*). As for the use of YJT transformation to improve the forecastability
of the time series the authors have used it in a few limited cases for some time series approaches. Matias et al,[15]
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used YJT to address the hyper normality in generalized autoregressive conditional heteroskedasticity process.
Proietti and Riani [16] address the problem of seasonal adjustment of a nonlinear transformation of the original
time series in structural time series models for which the linear Gaussian model holds, see also Riani, [10]. Othman
and Mohammed Ali,[11] proposed an application algorithm to transform the positive original responses and the
stationary responses to improve the nonparametric estimation of the functional time series using BCT and YJT.

3. The Computational Algorithm

On the subject of the estimating power parameter, Maximum Likelihood Estimation (MLE) and Bayesian
estimation methods are still popular. There are three other methodologies for selecting the optimum power
parameter, depending on some statistics and mathematical properties as a decision rules according to the type
of the data: The first, is to use various test statistics such as the significant or highest p-value of the goodness
of fit test statistic of transformed data normality [17, 18] and Bartlett’s test of the homogeneity of variance [19].
The second methodology is used some of the efficiency indicators, such as the minimization of the Mean Square
Error (Daga and Ilk, and Othman and Mohammed Ali[19, 11],, maximization of the coefficient of determination
(Alyousif. and Abduahad, [20] and variance stabilizing Victor and Perera, [21]. While the third methodology is to
use some mathematical properties of the probability distributions such as the minimization of the Kullback-Leibler
divergence in non-Gaussian multivariate data Joachimi and Taylor [21] and some tests of concavity conditions
of cost functions in the economics model Koebel, et al, [22]. But the expected difficulties are the attempt to
estimate the power parameter according to two or more criteria (Othman and Mohammed Ali, [11]) because there
is a significant possibility that there is no feasible region that achieves this optimization. The problem can be
exacerbated when one of the two criteria is to achieve data normality, while the second is to improve one of the
criteria of statistical model efficiency.

According to the hypothesis of normality of transformed response variable Zg)‘) in ARMA process, the MLE of
the scale and location parameters of response PDF are given by, E(Zt(/\)) = 1(\;©), and Var(Zt()‘) / Zt(i)l), Ei—j) =

02 where © = (o, 1, , bp, 00,01, - -- ,§q)/, ¢ ~ N(0,02), and ) is the Maximum Likelihood estimator of the
power parameter A according to the LLF (3), in such,

p p
wAi0) = o+ > GiZ+ Y 056 @
=1

i=1

The MLE for the relationship model of the original response 7, is the back transform of the model equation (4),
~ ~ p ~ p A
1A ©) = ¢o + Z $ily—i + Z 0 (5)
i=1 i=1
Where the original response Zt — i) can be specified in the case of the BCT as follows,

A X
7, — (AZ§>+1A)* if A #0 ©)
ea?p(Zt( )) itA=0

While in the case of the YJT, it is specified as follows,

Az 4t -1 A#0and 2V <0

7, = exp(Zt()‘)) -1 A =0 and Zt()‘)z <0 %
1—(=zV2=N)+1)7x A#2and 2V <0
1-— exp(—Zt()‘)) A =2 and Zt()‘) <0
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whereas the error variance €2 that is not explained by the estimated model equation (5) of the original response is,
ef(\0) = B{Z — u ' (\;0)}’ @®)

The following proposed computational algorithm was developed in two directions: the first is to use the BCT on
the original positive data, and then to deal with the stationary situation of the transformed data. As for the second
direction, it is the use of an unconstrained YJT with a positive condition on the stationary data directly,

i Choosing possible values of the power parameter A such as the values of the interval (-2,2).
ii Apply BCT’s model (1) to transform the original positive response Z; to Zt(/\) and YJT’s model (2) to
transform the stationary response A?Z, to (A4Z,)™).

iii Select the value of A , denoted by A, that corresponds to the largest value of the LLF (3).

iv Stationaries Zt(A) by BCT to get the stationary transformed response AdZt(A).

v Calculate Shapiro-Wilk test statistics for the new responses A?Z™ and (A?Z,)™).
vi Fit an ARIMA model to the new response shown in step (v) and obtain o2 which is the MSE.
vii Derivation the back-transformed time series from the fitting model within the original data domain to obtain
the fitting model of Z,.
viii Check the possibility of achieving the both constraints; the normality of the errors and the least MSE of the
fitting model of Z;.

4. The Applications

The two transformation models, BCT and YJT were applied to two time series datasets of monthly temperature
averages. The first time series includes 200 observations of Ninavah city (TSN) in Iraq for the period 1976 to 2000
(Figure (1)). While the second timeseries includes 300 observations of Tunisia (TST) for the period 1991 to 2015
(Figure (1b)) [Othman and Mohammed, 2021][11]. R package was used to implement the proposed algorithm
(https://climateknowledgeportal.worldbank.org).
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Figure 1. The plots of the two monthly temperature average series: (a) TSN (b) TST [11]

The S-shaped in Q-Q plots in figure (2) indicates that the two dataset examples are characterized by a Light-tailed
and symmetric distributions. We can note that the datasets do not match the straight line that represents the normal
state from the side of the two tails at the top and bottom. Seasonal changes in weather time series generally lead
to the dispersion data relative to a normal distribution. According to the third step of the computational algorithm,
the optimal power parameters of the two models of BCT and YJT were estimated for the two datasets by using the
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Figure 2. Q-Q plots of the two-time series: (a) TSN; (b) TST.

log-likelihood function (3). Figures (4) and (3) displays the log-likelihood convex curves for the two datasets as a
function of the selected values interval (-2,2) of the power parameter \.
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Figure 3. The log-likelihood curve relative to the selected A values of YJT for the two datasets (a) TSN (b) TST
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Figure 4. The log-likelihood curve relative to the selected A values of BCT for the two datasets (a) TSN (b) TST
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Table (1)shows Kolmogorov-Smirnov and Shapiro-Wilk normality tests for the original and transformed TSN
and TST datasets using the BCT and YJT transformation models. This table shows that A = 0.16 and 0.72
maximizes the LLFs of the two datasets by using the BCT model. Whereas in the case of using the YJT model, the
LLFs is maximized when A = 0.93 and 0.56. Although the A values were estimated as maximizing the LLF, they did

Table 1. The normality tests of the original and transformed datasets.

] K-Smirnov Shapiro-Wilk
Datasets Responces Optimal
Stat. | p-value | State | p-value
2t 1.00 0.0953 | 0.0002 | 0.9441 | 8.5E-7
TSN

ATZVIBCT | 016 | 0.0840 | 0.0020 | 0.9650 | 0.0001

(A4Z)PlyJr | 093 | 09790 | 0.0000 | 0.9881 | 0.1250
2 1.00 | 0.1060 | 2.0E-8 | 0.9262 | 5.0E-11

AlZVIBCT | 072 | 0.1102 | 48E-9 | 0.9280 | 8.1E-11

TST

(aiz)Mygr | 056 | 08730 | 0.0000 | 0.8092 | 2.2E-16

not shift the two datasets sufficiently to the normal shape. But based on the slightly increased p-values for the two
tests of the transformed TSN dataset by the BCT model, it can be said that the transformation has accommodated
the data in a shape that is less skewed than the original data. This conclusion could also include the use of YJT
according to the Kolmogorov-Smirnov test, while the large p-value of the Shapiro-Wilk test indicates that the data
are completely normal. As for the TST dataset, the shifting achieved by the two transformation models was not
sufficient to match the data or harmonized it to the normal shape or even to approximate normality. This potential
intersection between the principle of maximizing the LLF and the fulfilment of the data normality condition may
result from the sensitivity of the maximum likelihood estimator to outliers [23](Raymaekers and Rousseeuw) or
when the data are extremely skewed. According to the sixth step of the computational algorithm and using the R
software package, we are based on the standard analysis of the time series to determine the tentative models of the
two datasets according to the AIC criterion. The Maximum Likelihood estimation method was used to estimate
the appropriate models for the three cases: the original responses, the transformed responses by the BCT model
and the transformed stationary responses by the YJT model. For the two transformation models, in addition to the
data normality goal, the subsequent decision rules after the traditional time series building are the indicators of
the significant of the estimated as well as reliability and efficiency. Ultimately, the authors considered the errors of
normality and the mean squared errors of the last year prediction to be the critical factors in adopting the appropriate
model for the datasets under study. Tables (2) and (3) lists all the cases considered in this article. Figures (5) and
(6) shown autocorrelation (ACF) function plots and residual histograms for all fitted models.
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Table 2. The appropriate models, parameter estimates and some efficiency indicators resulting from the use of the two
transformation models of the TSN Dataset.

Responces Estimated Model Parameters Estimate SE z-value | p-value | MSE
AR 0.3026 | 0.0709 | 4.2705 | 0.0000
z ARIMA (1,0,0)(1,1,1)s 2.2405
AR Sea. | 0.0897 | 0.0796 | 1.1270 | 0.2598
MA Sea. | -0.1000 | 0.0851 | -11.7475 | 0.0000
N AR 0.3565 | 0.0687 | 5.1922 | 0.0000
AlZM|BCT | ARIMA (1,0,0)(1,1, 1)s 1.9940

AR Sea. | 0.1437 | 0.0801 | 1.7937 | 0.0729

MA Sea. | -0.1000 | 0.0696 | -14.3666 | 0.2200

(adz)Vyar AR(1) AR 0.2561 | 0.0711 | 3.5995 | 0.0003 | 1.9305

Table 3. The appropriate models, parameter estimates and some efficiency indicators resulting from the use of the two
transformation models of the TST Dataset

Responces Estimated Model Parameters Estimate SE z-value | p-value | MSE

AR 02637 | 0.1559 | 1.6916 | 0.0907
% ARIMA (1,0,1)(1,1,1)12 0.3244

MA | 0.0853 | 0.1588 | 0.5370 | 0.5913
AR Sea. | -0.0157 | 0.0779 | -0.2015 | 0.8403

MA Sea. | -0.8509 | 0.0571 | -14.9044 | 0.0000

o AR 02442 | 01524 | 1.6024 | 0.1091

AYzZNV|BOT | ARIMA (1,0,1)(1,1,1)12 0.3002
Ma 0.1086 | 0.1538 | 0.7062 | 0.4801

AR Sea. | -0.0184 | 0.0764 | -0.2404 | 0.8100

MA Sea. | -0.8617 | 0.0546 | -15.7808 | 0.2000

(adz)Vyar AR(1) AR 0.0711 | 42112 | 4.2112 | 0.0000 | 0.2992

In this article, the authors treat the results of time series modeling as a package in an attempt to decide and
choose the best model by diagnosing the effect of data transformation on the components of model estimation
and prediction results. This treatment tries to balance and mix the normalization goal of the data (Table (1)) with
the indicators in tables(2) and (3) and the behavior of the residuals in figures (5) and (6). According to increasing p-
values of the statistics of the Shapiro-Wilk and Kolmogorov-Smirnov tests in table (1), the BCT model succeeded in
transforming the TSN dataset to the normal or semi-normal shape. While the YJT did not succeed in transforming
the same dataset to a normal shape. On the other hand, for the same dataset, the p-values of the z-statistics in table
(2) indicate the high significance of the estimated parameters of the fitted model of transformed data by the YJT
model. In addition to the simplicity of the model and its forecastability, which is evident by the MSE values for
the last year’s predictions, which is the smallest among its peers. Also, the normality of the error in Figure (5¢)
supports this conclusion. This analysis fully applies to the TST dataset transformed by the YJT model, whose fitted
model was also shown to be of the same simplicity, significant and high forecastability, although the transformation
did not produce an optimal power parameter capable of transforming it to the normal shape, see table (3) and figure
(6¢).
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Figure 5. ACF plots and residuals histograms of the fitted ARIMA models of the TSN datasets. (a) Original response (b)
Transformed response by BCT. (c) Transformed response by YJT.
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Figure 6. ACF plots and residuals histograms of the fitted ARIMA models of the TST datasets. (a) Original response (b)
Transformed response by BCT. (c) Transformed response by YJT.
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5. Conclusion

It is known that the power parameter estimation resulting from maximizing the LLF sometimes does not shift the
data enough to make it normal. In cases where the normality of the data is achieved, it is clear that the quality
of other modeling efficiency criteria may not be achieved and vice versa. Therefore, it can be said that there is
no feasible solution area for all fitting quality criteria and transformation goals. The authors believe that these
difficulties stem from the use of power transformation to transform the response variable before the model fitting.
While the use of traditional efficiency criteria after modeling the transformed datasets contributed to the success
in choosing a simple model. The analysis proved that the YJT model was more flexible in smoothing the data and
contributed to accessing a simple model with good forecastability.
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