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Abstract Early detection of diabetes, based on observable features, plays a crucial role in preventing serious complications
in diabetic patients. In this study, we propose a classification model called SMOTE Density Based Fuzzy Support Vector
Machine (SMOTE-DB-FSVM), based on FSVM, to better detect diabetes. Our approach is based on five main steps: data
cleaning, density-based filtering, feature selection to identify the most important attributes, calculation of a confidence score
for each point in the minority class, and use of SMOTE to balance the data. In addition, we compare different versions of
the kernel functions in the SVM model to optimize classification results, using metaheuristics to estimate the parameters
of these kernels. The proposed SMOTE-DB-FSVM algorithm has been evaluated in diabetes datasets, including the PIMA
diabetes database, and the results show a clear improvement in the early detection of diabetes with this method.
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1. Introduction

The prediction of diabetes has been the focus of much artificial intelligence research in recent years. Indeed,
machine learning has proved highly effective in detecting diabetes, which will facilitate doctors’ tasks and speed
up patient treatment. Artificial intelligence tools thus play a crucial role in helping to control, to some extent,
the exponential growth of the diabetes phenomenon. In addition, there is a growing number of machine learning
models for prediction and classification, and these models greatly simplify the understanding of data [1, 2, 3]. For
example, SVM, XGBoost, DT, RNN, RF, and others [4, 5, 6]. Some also choose to use two models at the same
time to study the phenomenon, e.g. CNN-LSTM [7], hybrid FSRF model[8], hybrid CNN-SVM model [9].

However, when it comes to medical data, we are often confronted with unbalanced data, which makes
interpretation difficult for simple machine learning models. This is why data rebalancing techniques are often
used. One of the best-known and most effective methods for balancing data is SMOTE, and its various versions.
Thousands of articles have been published in this field. Some are specifically related to SMOTE, while others
concern hybrid models. These works often demonstrate the efficacy of this method for treating diabetes, although
there are still differences in accuracy between the models and the versions developed. What interests us in this
article is research into diabetes prediction using data rebalancing algorithms. Of course, oversampling presents
the problem of generating noise or erroneous points, which is one of the challenges of SMOTE. A large body of
research has proposed solutions to this problem, such as K-means SMOTE [10], LR-SMOTE [11] and others.
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In this paper, we propose a confident version of the density-based support vector machine for early detection
of diabetes, called SOMTE Density Based Support Vector Machine (SOMTE-DB-FSVM), which proceeds in five
steps: (a) data cleaning, (b) density-based filtering, (c) feature selection to identify the most important attributes,
(d) calculation of a confidence score for each point in the minority class, and (e) use of SMOTE to balance the
data. then we solve the dual SVM to detect support vectors. The proposed method is compared to other known
classifiers on a PIMA unbalanced diabetes data set and the Germany data sets such as Naive Bayes, Decision tree,
artificial neural network, Support vector machine and Density based fuzzy SVM [17, 31].
This article is organized as follows: In the second section, we provide an overview of relevant previous works and
other existing imbalanced classification methods of diabetes prediction based on PIMA dataset. The third section
presents our proposed approach, called SOMTE Density Based Support Vector Machine (SOMTE-DB-FSVM), in
which we explain the mathematical theories behind the approach, as well as the different kernel functions and the
reasons for selecting each one. The fourth section discusses the experimental results obtained with our SOMTE-
DB-FSVM approach on PIMA diabetes and Germany datasets and its comparison with other known classifiers.
Finally, we conclude the paper with section 6.

2. Review of different prediction models for unbalanced PIMA data

To predict diabetes by using the Indian Pima Diabetes Dataset (PIDD), many works have used machine learning
(ML) methods[18],[19]. A number of closely related works are discussed in this section.

The prediction of diabetes using machine learning methods and models is making steady progress, with constant
developments every day. What’s more, research is also being carried out into the pre-processing and processing of
data, before it is introduced into the analysis phases. Consequently, the pre-processing stage plays just as crucial a
role as the prediction stage, for one simple reason: diabetes-related data is extremely sensitive. Our paper focuses
on two main aspects: on the one hand, the pre-processing stage using the SMOTE method, and on the other hand,
the prediction phase with the calculation of the confidence rate for each element, integrated as a constraint in the
optimization problem proposed in our recent work. In order to improve the quality of our study, we have compared
our results with the most recent methods in this field. It should be noted that there is a large body of work exploiting
oversampling models. The following section discusses the most recent contrubitions proposed in the literature:

For research focusing on early detection we start with that of J. J. Khanam [25], who used machine learning
algorithms to compare them and give the best algorithm that works very well with the PIMA dataset. He
summarized that Logistic Regression (LR) and Support Vector Machine (SVM) are the top ones. They also built a
neural network model as an additional task for their paper. Another paper, similar to the first, is by Tigga et. al in
[26], who also demonstrated that the random forest model offers the best predictions. This study is based mainly
on data highlighting two specific effects: patients’ lifestyle and family history. The same model was then applied
to the PIMA database, proving the originality and effectiveness of the proposed model.

One study that uses a mixture of two techniques, that proposed by Shuja et al [27], involves the construction
of a classification algorithm that takes into account a data pre-processing step using the SMOTE class balancing
method. Subsequently, they chose machine-learning classification methods that have been shown to be effective
in diabetes prevention, SVM (Support Vector Machine), MLP (Multi-Layer Perceptron), Simple Logistic, and
Decision Tree. Experimental results demonstrate the effectiveness of this pre-processing in improving prediction
performance.

Delshi and all in [28] they proposed an approach that was used to diagnose Diabetes mellitus (DM). This
method benefits from the Farthest First (FF) clustering algorithm and the Sequential Minimal Optimization (SMO)
classifier algorithm. they used Farthset First (FF) to group the data into number of clusters and Support Vector
Machine (SVM) to classify the output to diabetic and non-diabetic patients. Until now the problem of imbalanced
data remains one of the complex problems of binary classification in the machine learning. The Imbalanced
data problem occurs when we have two classes of different sizes, i.e. the number of data in one class (called
minority) is smaller than the number of data in the other class (called majority). Several works have been done
to solve this type of problem. Re-sampling of learning data can be done in two ways, eliminating data from

Stat., Optim. Inf. Comput. Vol. 13, April 2025



A. EL OUISSARI , K. EL MOUTAOUAKIL 1597

the majority class (under-sampling), or inflating the minority class with artificial data or duplicating existing
observations (oversampling). This problem has attracted the attention of many practitioners and several methods
and techniques have been proposed to develop under- and over-sampling techniques. Over-sampling techniques
depend on duplicating samples or generating new samples; practitioners sometimes use pooling procedures to
determine appropriate areas for synthetic sample generation. Oversampling is very simple and easy to solve the
problems of imbalanced data. Random oversampling randomly duplicates minority class instances until the desired
class distribution is reached. One of the most effective techniques for oversampling is the SMOTE technique,
which has been proposed by Chawla[20]. This technique generates artificial data instead of reproducing existing
observations. To generate artificial data in the minority class, this technique mainly depends on randomly choosing
a time x1 in this class, then selecting among the k minority class neighbors a time x2 closest to the first chosen
time, is easily a new data x generates between x1 and x2 by the following formula: x = x1 + w.(x2 − x1), where
w is a random weight in [0, 1]. But a common disadvantage of SMOTE is that it does not distinguish between
the limits of the decision and it can therefore choose a sample from the majority class with the consequence that
there are disturbances on oversampling. SMOTE is a simple and efficient method, indeed several extensions and
modifications have been made to develop this method. borderline-SMOTE1 and borderline-SMOTE2[21] are two
techniques that focus on the minority class region, instead of randomly selecting data by SMOTE, borderline-
SMOTE1 targets the data of the boundary; and by k nearest neighbours, the algorithm can determine the data
if it is rejected as noise.Borderline-SMOTE2 allows the generated sample to be reconciled with the minority
class, specifying the interpolation weight between 0 and 0.5. Cluster-SMOTE helps to avoid noise generation
and to overcome imbalances between categories, using the k-means method to cluster the minority class and by
the SMOTE method by generating samples in safe areas[22]. Nekooeimehr and Lai-Yuen[23] propose another
oversampling technique called Adaptive Semi-Unsupervised Weighted Oversampling (A-SUWO) which is based
on hierarchical clustering and has used clustring to increase oversampling quality. For undersampling, Lin and
al[24] use the SMOTE method to group the majority class into k groups, where k is the sample number of the
minority class. The method eliminates all data except the centers of the k clustring, resulting in equal size classes.
However, this technique deletes data that has a value in the class. In the study by Md. Ashraf Uddin [29], they
proposed a machine learning model for diabetes prediction, using various machine learning methods. To evaluate
the proposed model, they carried out a pre-processing process, obviously, the cleanup with the removal of missing
values, subsequently data normalization and label coding. To deal with data imbalance, they used the SMOTE
technique to improve algorithm performance. In paper [30], the authors proposed a new version of SMOTE that
generates new data with the guarantee of not creating noisy data, based on the notion of Fuzzy C-Means.

3. Improved SMOTE for imbalanced data

In this section, we present the proposed method and the various steps involved, including some comparisons with
other artificial intelligence models. The main idea is to allow oversampling algorithms to avoid generating noise,
while identifying the most reliable points. The method will be compared with several versions of SMOTE on
unbalanced datasets, since our approach is based on SMOTE. In addition, the method will also be compared with
versions of SVM with different kernel functions, particularly in the case of non-linearly separable data, which
requires the use of these kernel functions. The proposed contrubition is based on 5 steps: data cleaning, density-
based filtering, feature selection/importance, calculation of a confidence score for each minority class data point,
SMOTE. Each step plays an essential role in improving the prediction of diabetic patients. Data cleansing is one of
the key steps in ensuring that artificial intelligence algorithms function properly. In addition, the DB-FSVM step
eliminates noisy data, as it is impossible to generate new data from noisy or anomalous data. That’s why this step
is one of the most important. Calculating the confidence rate is also crucial, as DB-FSVM cannot eliminate 100%
of noisy data. So, to ensure that SMOTE can select a point in the minority class as the center for generating new
data, confidence points are needed. This confidence rate is calculated on the basis of sound mathematical concepts.
Finally, the use of SMOTE enables new data to be generated without the risk of additional noise, while balancing
the two classes, thus ensuring a suitable environment for reliably training machine learning models.
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Figure 1. The proposed contrubition integrated kernel functions for PIMA diabetes prediction

3.1. The preprocessing steps of the SMOTE-DB-FSVM algorithm

In this section, we take a detailed look at the steps involved in the SMOTE-DB-FSVM method. The figure 2 shows
the steps followed by the method for class balancing with a high level of confidence.

Figure 2. The preprocessing steps of the SMOTE-DB-FSVM algorithm diagram
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Data cleaning: in the context of medical data, the issue of data sensitivity is crucial. On the one hand, medical
data is scarce; on the other hand, University Hospitals (CHU) often refuse to share their patient databases for
security reasons. In this regard, based on the PIMA and Germany datasets, we only eliminated missing data and,
in our case, we cannot replace missing data with the mean or median of the observed values. For one simple
reason, the diabetes dataset is sensitive, and we can’t use any technique for missing data without guaranteeing the
preservation of data originality. What’s more, the SMOTE method will increase the size of the data, which means
we’ll be generating data. So, replacing it after adding more data in the preprocessing phase will run the risk of
losing the originality and quality of the data. Next, we used DB-FSVM [17] to eliminate noise and anomaly points,
as it has proven effective in removing this type of data.

Density based theory
Using the density based SVM technique, we can define the noise data as follows: Let BD be a set of N samples

x1, ...., xN labeled, respectively, by y1, ..., yN , distributed via k class C1, ..., Ck.
For a given data set BD, a non-negative real r and an integer mp, there exist three kind of samples. A sample x

is called Ci-Noise Point (NPi) if |Ci ∩B(x, r)| < mp. We use this definition to determine all the existing noises
in the data set and eliminate them.

By using SVM and to construct the hyperplane that separates the classes, we need only the support vectors that
always exist at the bound, for this reason, we are looking for cord points and the deleted. The cord data is defined

by the following criteria: A sample x is called Ci-Cord Point (CPi) if |Ci ∩B(x, r)| ≥ mp and x ∈
o︷ ︸︸ ︷

envol(Ci)
After removing the noise and string data in the original dataset, we can easily use the SMOTE algorithm to

balance the data. In this regard, we proposed to use SMOTE only for the most confidence points of the minority
class and to create the SVM boundary decision based on the most confidence support vectors.

3.2. Confidence Ratings and New Optimization Model for DB-FSVM

At this stage, we determine the confidence score for each point in the minority class and select the point with the
highest score to serve as the center of the SMOTE algorithm, in order to generate new points.

Synthetic confidence evaluation:
To calculate the degree of confidence, we use the statistical concept of quartiles. We use quartiles to evaluate the
confidence of each element. Quartiles are the variable values that divide an ordered data set into four equal groups.
These three values are denoted by Q1, Q2, and Q3, where : Q2 is the median, i.e. the central value that divides the
data set into two equal parts, Q1 is the value below which no more than 25% of observations fall, and Q3 is the
value below which no more than 75% of observations fall. To use these quartiles to evaluate the confidence of each
element, we identified the most important feature in the PIMA dataset. To achieve this, we employed a technique
involving regression coefficients, by using Python. This technique uses linear model coefficients to determine the
value that each feature contributes to the prediction. By fitting features to a linear regression model, we predict the
target label. Feature importance is then determined by the absolute values of the linear model coefficients associated
with each feature. The higher these absolute values, the greater the influence of the feature on the model. As shown
in 3, we found that BMI is the most important feature in the given dataset. Therefore, we will use it to calculate the
degree of confidence.

We denote by i the minority class and consider a synthetic sample sj (generated by the SMOTE method). The
confidence level is DCi(sj) is defined as follows:

DCi(sj) = min(
Toti(sj)

mp
, 1)

where mp min point defined previously and Toti(x) = |Ci ∩B(x, r)| is the number of minority samples in
B(x, r), with r > 0 chosen experimentally. The figure 4 shows the estimation of two types of synthetic point
confidence sj .
∀j, the larger DCi(sj) is, the more likely sj is to be selected as a support vector (of course if it is a border

simple). In our case the ”large” means DCi(sj) > Q3%. To inform the optimization problem about this decision
rule, DCi(sj) is introduced in the constraints of the SVM dual model; see Equ.1.
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Figure 3. Feature Importance Values of PIMA Dataset

Figure 4. The synthetic point confidence sj

The number of synthetic points is the number of data in the majority class minus the number of data in the
minority class, we noted by Ns :

Ns = Nmaj −Nmin

We assumed the degree of contribution of each synthetic point depends mainly on their degree of confidence.
After add this constraint to optimization problem of the DB-FSVM, our approach consists solving the following
dual model :



Max
∑
xi∈D

αi −
1

2

∑
xi∈D

∑
xj∈D

αiαjyiyjK(xixj)

Subject to :∑
xi∈D

αiyi = 0

0 ≤ αi ≤ miC ∀xi ∈ D ∀i = 1, ..., N

0 ≤ αsj ≤ C(sj) = miC × Tot(sj)

mp

(1)

where mi represents the membershiping degree of the sample xi to be in its class. Several technic were
introduced to calculate mi [35]. In our case, we use the equation 2 to calculate the parameter mi. In this sense,
suppose there are K classes and lets wk be the center of the class k obtained by the mean operator and xi sample
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from this class.
mi =

1∑
j ̸=k

(∥xi − wk∥/∥xi − wj∥)
1

m−1

(2)

In equation 2, m is a real number greater than 1. We can notice that in the decision function

f(x) =

Nsv∑
i=1

α∗
i yiK(xi, x) + b, (3)

the influence of the αsi depends on the degree of confidence that it has, that is what it means that the function of
the prediction based necessarily on the data of origin.

The mathematical problem that always arises when modifying the constraints of SVM optimization problems is
that of solving them with the new constraints. Particularly when the data set is massive, solving classification and
regression problems is one of the challenges researchers face in building an efficient maching learning system[36].

Of course, there are quite a few algorithms for solving complex constrained optimization problems, but we will
particularly focus on the most commonly used and those that have garnered the most attention recently in the
literature, such as Iterative Single Data Algorithms (ISDA) and Sequential Minimal Optimization (SMO) [39],
[41], [43], [45]. ISDA algorithms are specifically designed for SVM models, particularly for solving large-scale
Support Vector Machine (SVM) problems with the goal of finding the optimal solution efficiently. One of the main
features of SVM is the use of kernel functions, which will be described in detail in the next section. A variant of
ISDA, the Kernel AdaTron (KA) algorithm, leverages these kernel functions to map data into a high-dimensional
space [38], enabling more effective separation of classes in that space [37]. For the second algorithm I’ve included
in the most suitable for solving SVM optimization problems, Platt’s SMO algorithm is one of the decomposition
algorithms developed in [40], [42], which works on a working set of two data points at a time. Because of the fact
that the solution for working set of two can be found analytically, SMO algorithm does not invoke standard QP
solvers. Due to its analytical foundation the SMO approach is particularly popular and at the moment the widest
used, analyzed and still heavily developing algorithm.

First, up till lately [44], KA appeared to be restricted to classification tasks and second, it ”missed” the flower
of the robust theoretical framework. KA employs a gradient ascent procedure, and that fact also may have caused
some researchers to be suspicious of the challenges posed by gradient ascent techniques in the presence of a
perhaps ill-conditioned core array. In [46], for a lacking bias parameter b, the authors derive and demonstrate the
equality of two apparently dissimilar ISDAs, namely a KA approach and an unbiased variant of the SMO training
scheme [45] when constructing SVMs possessing positive definite kernels. The equivalence is applicable to the
classification and regression tasks, and sheds additional insight in these apparently dissimilar methods of learning.
Despite the richness of the toolbox set up to solve the quadratic programs from SVM, and with the large amount of
data generated by social networks, medical and agricultural fields, etc., the amount of computer memory required
for a QP solver from the SVM dual grows hyper-exponentially and additional methods implementing different
techniques and strategies are more than necessary.

Kernel Functions of SVM: On the other hand, we have also added a comparison with different versions of the
kernel functions in the SVM model, as we are well aware of the crucial role of these functions in improving the
prediction rate. Studies on comparisons between SVM kernel functions are numerous and cover various fields.
For example, without generalizing, the prediction of the load-bearing capacity of piles [34]. In this study, we have
focused on the functions listed in Table 1, as they are the most commonly used and the most efficient.

The choice of parameter values is also a major challenge for these functions. Of course, there are many heuristic
methods and metaheuristic techniques. Among these, artificial intelligence methods for local search can solve this
type of problem and provide optimal parameter values. In this section, we will explore the most efficient and high-
performing intelligent methods for multi-objective optimization problems. These techniques are very successful
with complex optimization problems, and all of them are inspired by nature.

Figure 5 shows a diagram of the various metaheuristics that can be used in this kind of problem, including
the Bees Algorithm (BeA), Firefly Algorithm (FirA), Particle Swarm Optimization (PSO), Genetic Algorithm
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Table 1. Popular Kernel functions of Support Vector Machine

SVM Kernel functions Mathematic Formula
Linear K(xi, xj) = xi.xj

Polynomilal K(xi, xj) = (γ × (xi.xj) + C)
d

Radial Basis Function (RBF) K(xi, xj) = exp (−γ × ∥xi − xj∥)

Gaussian K(xi, xj) = exp

(
−∥xi − xj∥

2σ2

)
Sigmoid K(xi, xj) = tanh

(
γ × xT

i .xj + r
)

ANOVA K(xi, xj) = exp (y(xi − xj))

Figure 5. high-performing intelligent methods for multi-objective optimization problems

(GA), Moth Swarm Algorithm (MSA), Stochastic Fractal Search (SFS), and Wind Driven Optimization (WDO)
algorithms.

Particle Swarm Optimization (PSO): PSO is a popular metaheuristic optimization method based on swarm
intelligence. It draws inspiration from the social behavior of birds flying in groups and fish schools. In this
algorithm, the search begins with a population of solutions, each referred to as a ”particle.” Each particle has a
velocity and a position in the search space. Throughout the search process, each particle adjusts its position based
on its current velocity, its own best-known position found in past iterations, and the best-known position found by
the entire swarm [12].
Genetic Algorithm (GA):he genetic algorithm is a well-known evolutionary metaheuristic. It is inspired by
biological mechanisms such as Mendel’s laws and the theory of evolution. The algorithm uses vocabulary similar
to that in biology and classical genetics, involving terms like genes, chromosomes, individuals, populations, and
generations[13].
Stochastic Fractal Search (SFS): Stochastic Fractal Search (SFS) is a global optimization technique based on a
population, first proposed by Salimi in 2015 [14]. It belongs to the family of evolutionary algorithms. The technique
is based on a fundamental mathematical concept called a ”fractal.” A fractal is a property of an object that exhibits
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self-similarity. SFS is a powerful optimization technique leveraging the properties of fractals (self-similarity) and
stochastic processes to search large and complex solution spaces efficiently.
the Bees Algorithm (BeA): the Bee Algorithm is a bio-inspired optimization method that mimics the way
honeybee colonies search for and exploit food sources. Thanks to a combination of local and global search, it
is particularly effective for problems requiring extensive exploration and fine-tuned optimization [15].
Firefly Algorithm (FirA): the Firefly Algorithm is inspired by flashing behavior of firefly insects and immediately
attracted the attention of optimization researchers. The Firefly Algorithm is part of a family of swarm intelligence
algorithms that have recently shown impressive results in solving optimization problems. The Firefly Algorithm,
in particular, is used to solve both continuous and discrete optimization problems[16].

In this paper, we have used the genetic algorithm to solve this problem [35]. In this regards, we have adopted
the standard configuration: Initialization(Random uniform) Population size(50), Selection function(Stochastic
uniform), Crossover function(Scattered crossover), Crossover probability (0.8), Mutation function( Gaussian
mutation), and Max generations(100*Number Parameters).
Table 2 shows the optimal estimates for each parameter of each kernel function.

Table 2. Estimated values related to the impact of SMOTE-DB-FSVM parameters for each kernel

Parameter Type Dot Polynomial RBF Neural Anova
C 1.0e-5 5.0e-5 5.0e-6 5.0e-4 5.0e-4
Convergence Epsilon 0.10 0.01 0.20 0.01 0.01
L pos 1.30 1.3 1.00 1.30 1.30
L neg 1.30 1.33 1 1.47 1.47
Kernel Degree - 3 - - 3
γ - - 2 - 4
Kernel Parameter A - - - 0.01 -
Kernel Parameter B - - - 0.01 -

4. Experimental results

In this section, we assess the performance of the classifier and provide a detailed discussion of the results. Proposed
SMOTE-DB-FSVM algorithm was evaluated on two imbalanced datasets to determine its effectiveness. The first
dataset, known as the PIMA Indian Diabetes Database [32], provided by the National Institute of Diabetes and
Digestive and Kidney Diseases, includes data from 768 patients, with 268 diagnosed as diabetic and 500 as non-
diabetic. The second dataset, sourced from a hospital in Frankfurt, Germany [33], contains data from 2000 patients,
with 1316 classified as non-diabetic and 684 as diabetic.

Table 3 show the description of two data sets. Table 4 shows the comparison of different classification methods
(Naive Bayes, MLP, Knn, AdaBoostM1, SGDClassifier, Nearest Centroid Classifier, and classical SVM) and our
SMOTE-DB-FSVM method, evaluated on the PIMA and Germany datasets. We find that the proposed system
significantly outperforms all the classification methods considered.

From the Table 4 it is obvious to notice that proposed model SOMTE-DB-FSVM tested on the PIMA dataset
gives better results, and he show how our algorithm significantly outperforms classical SVM.

The Table 5 show the comparison of different classifier methods and our SOMTE-DB-FSVM method, evaluated
by the Germany data set, also present how much proposed model is capable of distinguishing between classes.
From the Table 5 it is obvious to notice that our model SOMTE-DB-FSVM tested on the Germany data set gives
better results, and he show how our algorithm significantly outperforms classical SVM.

Another study was conducted to generalize the model across all SVM kernel functions. This study is presented
in Table 6, which compares different SVM kernel functions and various oversampling methods on the PIMA
dataset. The results demonstrate that the proposed model performs well with all kernel functions and even
outperforms the different oversampling methods. Figures 7, 8 and 9 illustrate and validate these results, providing
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Table 3. datasets features

Feature Name Description Min val Max val Mean
1 Number of preg-

nancy
Number of times
pregnant

0 17 3.85

2 Glucose concen-
tration

2-h oral glucose
test (mg/dL)

0 199 120.89

3 Blood Pressure Diastolic blood
pressure (mm
Hg)

0 122 69.11

4 Skin thickness Triceps skin fold
thickness (mm)

0 99 20.54

5 Serum Insulin 2-H serum
insulin (mu
U/mL)

0 846 79.80

6 BMI Body mass index
(kg/m2)

0 67.10 31.99

7 Diabetes
Pedigree
Function

Diabetes in fam-
ily history

0.08 2.42 0.47

8 Age Age in Years 21 81 33.42

Table 4. Comparison between different classification methods on the PIMA dataset

Performance
Methode Accuracy F1-score Precision Recall
Niave Bayes 79.3 67.2 62.50 69.40
MLP 76.6 61.10 57.40 68.30
Knn 80.90 68.40 64.50 66.60
AdaBoostM1 81.10 69.20 70.60 66.50
Dicision Tree 79.90 64.80 72.80 68.70
SGDClassifier 69.03 65.62 66.15 65.83
Nearest Centroid Classifier 66.54 65 66.66 64.89
Classical SVM 79.70 70.7 55.60 62.70
SMOTE-DB-FSVM 91.31 90.33 89.54 90.89

Table 5. Comparison between different classification methods evaluated by the Germany data set

Performance
Methode Accuracy F1-score Precision Recall
Niave Bayes 78.48 75.96 74.17 74.89
MLP 67.73 72.67 51.52 43.64
Knn 81.84 79.85 78.35 79.00
AdaBoostM1 83.02 81.42 79.36 80.22
SGDClassifier 68.40 83.95 52.28 44.81
Nearest Centroid Classifier 73.44 70.75 72.33 71.23
Classical SVM 79.49 78.26 73.52 74.97
SMOTE-DB-FSVM 96.47 95.96 96.08 96.02

a visual comparison of the performance of the proposed model against different kernel functions and oversampling
methods.
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Table 6. Comparisons between different SVM kernel functions and with different oversampling methods on the PIMA dataset

PIMA Dataset
Classifiers SVM-linear SVM-RBF SVM-Neural SVM-Polynomial SVM-ANOV
ADASYN 77.1 78.0 78.0 77.1 77.1
Cluster-Smote 75.9 76.1 75.9 75.9 76.1
MWMOTE 77.4 79.7 67.4 84.3 65.7
SSmote 77.1 79.7 80.5 67.1 63.4
BSmote 79.6 79.7 66.6 84.3 63.5
Random 74.4 73.0 64.4 82.6 63.0
Smote 78.9 73.8 67.2 84.5 63.8
A-SUWO 75.4 74.2 65.4 84.9 64.2
Kmeans Smote 90.1 90.3 90.3 91.1 90.3
Classical SVM 79.7 79.7 79.7 79.7 79.7
SMOTE-DB-FSVM 91.3 92.5 91.8 91.8 91.8

Figures 6a, 6b, and 6c present a comparison of the ROC curves for various classification methods and our
SOMTE-DB-FSVM approach, evaluated using the PIMA and Germany diabetes datasets. The ROC curves were
employed to compute the AUC values, highlighting the best performance achieved by each classification technique
for diabetes prediction. It is evident that the proposed method converges rapidly to optimal results and achieves a
higher number of true positives with fewer false positives compared to other classification methods (6c and 6b).
This demonstrates the superior performance of SOMTE-DB-FSVM in terms of both accuracy (ACC) and AUC.

(a) ROC Curve of SOMTE-DB-FSVM
(b) ROC Curve SOMTE-DB-FSVM and different classifica-
tion methods

(c) ROC Curve of SOMTE-DB-FSVM and Abc classifier

Figure 6. ROC Curve of SMOTE-DB-FSVM with different machine learning algorithme
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Figure 7. Comparisons between different SVM kernel functions and with different oversampling methods on the PIMA
dataset

ROC curve is a performance measurement for classification problem. The 6a, 6b, and 6c present how much a
model is capable of distinguishing between classes.

Additionally, it is clear that the SOMTE-DB-FSVM classifier outperforms all other classifiers across all
protocols. As seen in Tables 4 and 5, the proposed SOMTE-DB-FSVM model, when tested on the PIMA and
Germany diabetes datasets, delivers superior results, with the highest AUC being obtained by our new method.
Figures 7, 8, and 9 present a comparison of the performance of various SVM kernel functions applied to the PIMA
dataset. The performance of several types of SVM kernels is evaluated to determine which kernel produces the best
classification results on this dataset. The figures show the accuracy performance for each SVM kernel function.
The comparison highlights the effectiveness of each kernel type in handling the diabetes classification task.

The results show that the FSVM algorithm based on SMOTE’s confidence density has clear optimization effects
on diabetes prevention as the degree of confidence progressively increases. In addition, the algorithm is clearly
capable of handling noisy data as well as unbalanced sets, both of which are challenges for machine learning
algorithms. So this hybrid model aims to improve on the DB-FSVM we have already proposed in the literature.
The proposed hybrid model shows the quality of the three automatic learning algorithms to avoid the problems
that most methods pose. The success of the proposed method based mainly, on the one hand, on the elimination
of sound data which has generally reduced the performance of the prediction of conventional models, on the other
hand of the balance of classes of all data test.
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Figure 8. Comparisons between different SVM kernel functions and with different oversampling methods on the PIMA
dataset

Figure 9. Comparisons between different SVM kernel functions and with different oversampling methods on the PIMA
dataset
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5. Conclusion

In this work, we introduced a confident SMOTE variant of the density-based fuzzy support vector machine for
early diabetes detection. Our proposed method addresses imbalanced datasets through a five main steps: (a) data
cleaning, (b) density-based filtering, (c) feature selection to identify the most important attributes, (d) calculation
of a confidence score for each point in the minority class, and (e) use of SMOTE to balance the data. We evaluated
the proposed system on two imbalanced diabetes datasets, including the PIMA and German datasets, and compared
it with well-established classifiers. The experimental results demonstrate the superior performance and efficiency
of the new SMOTE-DB-FSVM algorithm. Overall, compared to the conventional SVM model, we observed a
significant improvement in performance measures, with the proposed method increasing performance on the dataset
by 2.13%, 2.32%, 3.01% and 2.82% for accuracy, F1 score, precision and recall, respectively. Unfortunately,
the rigorous adjustment of hyperparameters and the inherent complexity of maintaining the proposed model
interpretability further complicate its application, limiting the proposed model generalizability to other diseases,
and which would be the objective of future work.
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