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Abstract In this study, we have implemented direct numerical methods to convert the continuous optimal control problem
into a nonlinear optimization problem. We used three discretization techniques: the Euler method, the second-order Runge-
Kutta method, and the fourth-order Runge-Kutta method. Subsequently, the resulting non-linear optimization problem was
solved using MATLAB’s fmincon function. To evaluate the efficiency and accuracy of the proposed approach, we modeled
a nonlinear optimal control problem relevant to aeronautics. Our objective was to minimize the travel time of a rocket from
an initial point to a final point at a specified altitude, considering aerodynamic forces and gravity, with the control variable
being the rocket’s heel angle. To compare the different methods, we developed a MATLAB implementation and showcased
various simulation results.
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1. Introduction

Methods for solving optimal control problems existing in the literature are two types: direct and indirect methods.
The direct method is based on discretization [2, 11, 14]. It gives an approximation solution. The indirect method is
based on Pontryagin’s maximum principle [2, 7, 8, 9, 12, 13, 14]. It gives only the necessary condition of optimality.

Recently, in [1], the authors addressed the problem of non-rectilinear motion of a rocket with variable mass
using an indirect method. This approach involves numerically solving the problem via the shooting method: first,
a boundary value problem is derived using Pontryagin’s maximum principle, after which a non-linear system of
equations is solved to obtain an approximate solution. In contrast, our work employs direct numerical methods,
which are easier to implement.

In this work, we have presented a nonlinear optimal control model of a rocket moving from an initial position
to a final position, it is the trajectory that the rocket must follow to take a target localized in minimal times,
where the control represents the heel angle of the rocket. In order to solve the considered problem numericaly by
three direct numerical methods ( Euler discretization method (EDM)[2, 3], second order Rung-Kutta discretization
method (RKDM2) and fourth order Rung-Kutta discretization method (RKDM4)). Then the obtained non-linear
programming problems (NLPP) is solved with the fmincon function of MATLAB [11]. In order to see which
method is best.

The article is organized as follows. In Section 2 we present some numerical discretization methods for solving
optimal control problem. In Section 3, using the notions of physics, we modeled the problem in the form of a
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nonlinear optimal control problem. We present the mathematical nonlinear optimal control model corresponding
to the problem of minimal time of a rocket which moves with a nonrectilinear motion. In Section 4, we solve the
optimal control problem with three direct numerical methods and give some numerical results. In Section 5, we
present numerical comparison. Finally, we conclude our paper and give some perspectives.

2. Some direct numerical methods for solving optimal control problem

2.1. Optimal control problem(OCP)

Optimal control problem (OCP) considered in this paper has the following characteristics: A multi-input/ multi-
output time variant system, a free final time with a fixed initial and final state and path contraintes [13]. Let
x(t) ∈ Rn the state of a system and u(t) ∈ Rm the control in a given time interval I = [0, T ]. A continuous from
this OCP is given as follows: 

MinimizeJ(T, u(t)) = g(T, x(T )),

·
x(t) = f(t, x(t), u(t)),

x(0) = x0, ψ(x(T )) = 0,

u(t) ∈ U ⊆ Rm, t ∈ I,

(1)

where the function g : Rn × I −→ R, f : Rn × I −→ Rn, ψ : Rn −→ Rr, 0 ≤ r ≤ n, x0 ∈ Rn and U is a compact
subset of Rm.

2.2. Transformation of the OCP into a NLPP

Direct optimization methods to solve the optimal control problem (OCP) are based on a suitable discretization of
the problem (1). In this section, we describe three methods of discretization:

• Euler descritization method (EDM)
• Second order Rung-Kutta descritization method (RKDM2)
• Fourth order Rung-Kutta descritization method (RKDM4)

First, we discretize the interval [0, T ] intoN subintervals, whereN is chosen in advance. Then we get the following
moments:

0 = t0 < t1 = t0 + h < ...... < tN−1 = t0 + (N − 1)h < tN = T,

where h = T
N .

2.2.1. Euler descritization method (EDM) The application of the Euler scheme [11] for the resolution of Cauchy’s
problems gives the following nonlinear programming problem (2):


J(tN , u(ti)) = g(tN , x(tN )) −→ min,

x(ti+1) = x(ti) + hf(ti, x(ti), u(ti)),

x(t0) = x0, ψ(x(tN )) = 0,

u(ti) ∈ U ⊆ Rm, ti = t0 + ih, i = 1 . . . N − 1.

(2)
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2.2.2. Second order Rung-Kutta descritization method (RKDM2) The application of the second-order Rung-Kutta
scheme [19]for the resolution of Cauchy’s problems gives the following nonlinear programming problem (3):

J(tN , u(ti)) = g(tN , x(tN )) −→ min,

k1 = f(ti, x(ti), u(ti)),
k2 = f(ti+1, x(ti) + hk1, u(ti+1)),

x(ti+1) = x(ti) +
h

2
(k1 + k2),

x(t0) = x0, ψ(x(tN )) = 0,

u(ti) ∈ U ⊆ Rm, ti = t0 + ih, i = 1 . . . N − 1.

(3)

2.2.3. Fourth order Rung-Kutta descritization method (RKDM4) The application of the fourth-order Rung Kutta
scheme [19]for the resolution of Cauchy problems gives the following nonlinear programming problem (4):

J(u(ti), tN ) = g(tN , x(tN )),

k1 = f(ti, x(ti), u(ti)),

k2 = f(ti +
h
2 , x(ti) +

h
2k1,

1
2 (u(ti) + u(ti+1)),

k3 = f(ti +
h
2 , x(ti) +

h
2k2,

1
2 (u(ti) + u(ti+1))),

k4 = f(ti+1, x(ti) + hk3, u(ti+1)),

x(ti+1) = x(ti) +
h

6
(k1 + 2k2 + 2k3 + k4),

x(t0) = x0, ψ(x(tN )) = 0,

u(ti) ∈ U ⊆ Rm, ti = t0 + ih, i = 1 . . . N − 1.

(4)

3. Statement of the problem

In the following sections, we first build a mathematical model for the minimum time trajectory of the rocket
moving from a point M0 to a final point Mf . For simplicity, we consider the rocket as a point mass moving
in a two-dimensional direction with Cartesian coordinates (x10, x20) and (x1f , x2f ) respectively. We denote by
x(t) = (x1(t), x2(t)) the position of the rocket at time t ∈ [0, T ], (x2(t) represents the altitude of the rocket at time
t) and v(t) = (v1(t), v2(t)) his speed at time t, where t ∈ [0, T ]. The motion equations are given by{ ·

x1(t) = v1(t),

·
x2(t) = v2(t), t ∈ [0, T ].

Let Tp(t) and θ(t) be, respectively, the thrust and the heel angle of the rocket at time t ∈ [0, T ]. We have

→
T p(t) = umax

(
cos(θ(t))
sin(θ(t))

)
,

where umax is a positive real number representing the module of the force
→
T p(t). The earth is supposed to be

flat. We assume, for simplification purposes, for aerodynamic forces
−→
F D, we also take into account the effect of

air resistance and the data for the mass of the rocket, his thrust is assumed to be available in advance and the
acceleration of gravity g is constant (g = 9.80665m.s−2).
The air resistance FD is given via

FD(x2(t), v1(t), v2(t)) =
1

2
ρv2(t)CDSref ,
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where the two constants CD and Sref are the drag coefficient and the area of the cross-section of the rocket,
respectively. Furthermore, v(t) =

√
v21(t) + v22(t) is the total velocity, and ρ is the atmospheric density as a function

of the altitude modeled in this problem by

ρ = ρ0e
−x2(t)

hs ,

where
ρ0 :the reference atmospheric density corresponding to the launch point
hs : is an altitude scale.
We have

−→
F D(x2(t), v1(t), v2(t)) = α(v1(t)

2 + v2(t)
2)e−βx2(t)

(
cos(ϕ(t))
sin(ϕ(t))

)
,

−→g =

(
0
−g

)
,

where α = 1
2ρ0CDSref and β =

1

hs
parametrs of the aerodynamic forces, there are such that:

α: is the product of the drag coefficient, the surface of the machine and the atmospheric density.
β: is the inverse of the altitude scale.
we have

cos(ϕ(t)) =
v1(t)√

v1(t)2 + v2(t)2
,

and

sin(ϕ(t)) =
v2(t)√

v1(t)2 + v2(t)2
,

By applying the second Newton’s law: ∑→
F ext = m

→
a ,

We obtain the following equation:

d
→
v (t)

dt
=

→
g +

→
T p(t)

m
+

→
F a(x2(t), v1(t), v2(t))

m
.

By projecting on the x−axis, we obtain

dv1(t)

dt
=
umax

m
cos(θ(t))− α

m
v1(t)

√
v1(t)2 + v2(t)2e

−βx2(t),

and
dv2(t)

dt
=
umax

m
sin(θ(t))− α

m
v1(t)

√
v1(t)2 + v2(t)2e

−βx2(t) − g.

The goal is to bring the rocket to an orbit altitude chosen in advance with minimizing the final time. Here, the
control represents the heel angle of the rocket. The problem is therefore to determine the optimal trajectory of this
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rocket. This problem can be modeled with the following optimal control problem (OCP):

Minimize J(θ(t), T ) = T,

ẋ1(t) = v1(t),

ẋ2(t) = v2(t),

v̇1(t) =
umax

m
cos(θ(t))−

αv1(t)
√
v1(t)2 + v2(t)2

m
e−βx2(t),

v̇2(t) =
umax

m
sin(θ(t))−

αv2(t)
√
v1(t)2 + v2(t)2

m
e−βx2(t) − g,

x1(0) = x10, x2(0) = x20, v1(0) = v10, v2(0) = v20,

x2(T ) = x2f , v1(T ) = v1f , v2(T ) = v2f ,

θ(t) ∈ R, t ∈ [0, T ].

(5)

The hard knots for this problem are given by the boundary conditions and the initial conditions were arbitrarily
chosen to be [6]:

x10 = 0km, x20 = 0.005km, v10 = 0km.s−1, v20 = 0.01km.s−1.

While the final conditions are given by the soft landing requirement:

x2f = 180km, v1f = 7.905km.s−1, v2f = 0km.s−1.

The constants parameters for this problem were arbitrarily chosen as:

α = 2.164, β = 0.113, umax = 1900kN, m = 60528kg.

4. Resolution of the problem

4.1. Numerical resolution by the EDM

First, we discretize the interval [0, T ] intoN subintervals, whereN is chosen in advance. Then we get the following
moments:

0 = t0 < t1 = t0 + h < ...... < tN−1 = t0 + (N − 1)h < tN = T,

where h = T
N . The application of the Euler scheme for the resolution of Cauchy’s problems gives the following

nonlinear programming problem (NLPP):

Minimize J(θ(ti), tN ) = tN ,

x1(ti+1) = x1(ti) + hv1(ti),

x2(ti+1) = x2(ti) + hv2(ti),

v1(ti+1) = v1(ti) + h
umax

m
cos(θ(ti))− h

αv1(ti)
√
v1(ti)2 + v2(ti)2

m
e−βx2(ti),

v2(ti+1) = v2(ti) + h
(umax

m
sin(θ(ti))− g

)
− h

αv2(ti)
√
v1(ti)2 + v2(ti)2

m
e−βx2(ti),

x1(0) = x10, x2(0) = x20, v1(0) = v10, v2(0) = v20, x2(tN ) = x2f ,

v1(tN ) = v1f , v2(tN ) = v2f , θ(ti) ∈ R, ti = t0 + ih, i = 0, 1, . . . , N − 1.

(6)

Then the solution of this nonlinear optimization program is an approximate solution for the minimal time of the
original continuous nonlinear optimal control problem.
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4.1.1. Code of MATLAB To illustrate the numerical implementation of the proposed method, we present below
an example of MATLAB code. This code solves the problem by applying the principles described earlier. The
algorithm has been designed to be both efficient and easy to use, thereby facilitating the reproduction of results
and experimentation with different parameters.

Algorithm EDM

1. function EDM
2. clear all; close all; clc;
3. tic;
4. n = 200;
5. unit = rand(n, 1);
6. tfinit = 280; xinit = [unit; tfinit];
7. [rep, Fval, exitflag] = fmincon(@finaltime, xinit, [ ], [ ], [ ], [ ], [ ],@cond);
8. tf = rep(end);x(1) = 0; y(1) = 0.005; z(1) = 0; w(1) = 0.01;
9. u = 1900; m = 60528; g = 0.00980665; a = 2.164; b = 0.113;
10. for i = 1 : n
11. x(i+ 1) = x(i) + tf/n ∗ z(i);
12. y(i+ 1) = y(i) + tf/n ∗ w(i);
13. z(i+ 1) = z(i) + tf/n ∗ (u/m ∗ cos(rep(i))− a/mz(i) ∗ sqrt(z(i)2 + w(i)2) ∗ exp(−b ∗ y(i); )
14. w(i+ 1) = w(i) + tf/n ∗ (u/m ∗ sin(rep(i))− g − a/m ∗ z(i) ∗ sqrt(z(i)2 + w(i)2) ∗ exp(−b ∗ y(i));
15. end
16. subplot(231); plot(linspace(0, tf, n+ 1), x(1 : n+ 1));
17. title(′x1(t)′), xlabel(′t′), ylabel(′x1(t)′),
18. subplot(232); plot(linspace(0, tf, n), y(1 : n));
19. title(′x2(t)′), xlabel(′t′), ylabel(′x2(t)′),
20. subplot(233); plot(linspace(0, tf, n+ 1), z(1 : n+ 1));
21. title(′v1(t)′), xlabel(′t′), ylabel(′v1(t)′),
22. subplot(234); plot(linspace(0, tf, n), w(1 : n));
23. title(′v2(t)′), xlabel(′t′), ylabel(′v2(t)′),
24. subplot(235); plot(linspace(0, tf, n), rep(1 : n));
25. title(′Controle′), xlabel(′t′), ylabel(′θ(t)′), grid
26. subplot(236); plot(x(1 : n), y(1 : n));
27. title(′Optimaltrajectory′), xlabel(′x1(t)′), ylabel(′x2(t)′)
28. Time = toc
29. function [c, ceq] = cond(x)
30. n = length(x)− 1;
31. c = 0; tf = x(end);xf = 0; yf = 0.005; zf = 0;wf = 0.01;
32. u = 1900;m = 60528; g = 0.00980665; a = 2.164; b = 0.113;
33. for i = 1 : n
34. xf = xf + tf/n ∗ zf ;
35. yf = yf + tf/n ∗ wf ;
36. zf = zf + tf/n ∗ (u/m) ∗ cos(x(i))− (tf/n) ∗ (a/m) ∗ zf ∗ sqrt(zf2 + wf2) ∗ exp(−b ∗ yf);
37. wf = wf + tf/n ∗ [(u/m) ∗ sin(x(i))− g]− (tf/n) ∗ (a/m) ∗ wf ∗ sqrt(zf2 + wf2) ∗ exp(−b ∗ yf);
38. end
39. ceq = [xf − []; yf − 180; zf − 7.905;wf ];
40. function val = finaltime(x)
41. val = x(end);
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4.1.2. Numerical results for the EDM We have solved the nonlinear program (6) with the interior-point method
implemented in MATLAB2009b for N ∈ {200, 500, 800, 1000, 1500, 2000, 3000}. The obtained numerical results
(running time CPUT , the minimal time T ) are presented in Table 1. Then, we find the results plotted in Figure 1

Table 1. Numerical simulation of the EDM.

N T CPUT (s) x2(T ) v1(T ) v2(T )

200 276.6994 1.2557 180 7.905 −3.6921E − 10

500 276.7002 3.2572 180 7.905 −9.7575E − 10

800 276.7004 10.4867 180 7.905 −2.6796E − 09

1000 276.7005 17.4522 180 7.905 −2.4122E − 09

1500 276.7006 51.4660 180 7.905 −2.4753E − 09

2000 276.7006 108.1496 180 7.905 −1.2215E − 09

3000 276.7007 396.4375 180 7.905 −2.0787E − 09

for N = 3000.
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Figure 1. Optimal trajectories obtained by the EDM
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4.2. Numerical resolution by the second order Rung-Kutta discretization method

First, we discretize the interval [0, T ] intoN subintervals, whereN is chosen in advance. Then we get the following
moments:

0 = t0 < t1 = t0 + h < ...... < tN−1 = t0 + (N − 1)h < tN = T,

where h = T
N . The application of the second order Rung Kutta scheme for the resolution of Cauchy’s problems

gives the following nonlinear programming problem:

Minimize J(θ(ti), tN ) = tN ,

x1(ti+1) = x1(ti) +
h

2
(k1,1 + k2,1),

x2(ti+1) = x2(ti) +
h

2
(k1,2 + k2,2),

v1(ti+1) = v1(ti) +
h

2
(k1,3 + k2,3),

v2(ti+1) = v2(ti) +
h

2
(k1,4 + k2,4),

x1(0) = x10, x2(0) = x20, v1(0) = v10, v2(0) = v20,

x2(tN ) = x2f , v1(tN ) = v1f , v2(tN ) = v2f ,

θ(ti) ∈ R, ti = t0 + ih, i = 0, 1, . . . , N − 1,

(7)

where

k1 =


k1,1
k1,2
k1,3
k1,4

 =


v1(ti)
v2(ti)
umax

m
cos(θ(ti))− h

α

m
v1(ti)

√
v1(ti)2 + v2(ti)2e

−bx2(ti)

umax

m
sin(θ(ti))− g − h

α

m
v2(ti)

√
v1(ti)2 + v2(ti)2e

−bx2(ti)

 ,

and

k2 =


k2,1
k2,2
k2,3
k2,4

 =


k1,1 + hk1,3
k1,2 + hk1,4
umax

m
cos(θ(ti+1))−

α

m
k2,1

√
k22,1 + k22,2e

−b(x2(ti)+hk1,2)

umax

m
sin(θ(ti+1))− g − α

m
k2,2

√
k22,1 + k22,2e

−b(x2(ti)+hk1,2)

 .

Then the solution of this nonlinear optimization program is an approximate solution for the minimal time of the
original continuous nonlinear optimal control problem.

4.2.1. Numerical results by the second order Rung-Kutta discretization method We have solved
the nonlinear program (7) with the interior-point method implemented in MATLAB2009b for N ∈
{200, 500, 800, 1000, 1500, 2000, 3000}. The obtained numerical results (running time CPUT , the minimal
time Tmin, x1(tN ), x2(tN ), v1(tN ) and v2(tN )) are presented in Table 2.
Then, we find the results plotted in Figure 2 for N = 3000.
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Table 2. Numerical simulation of the second order Rung-Kutta discretization technique

N Tmin CPUT (s) x2(tN ) v1(tN ) v2(tN )

200 276.7850 1.3349 180 7.905 8.1826E − 08

500 276.7273 2.9154 180 7.905 3.2798E − 08

800 276.7166 7.8917 180 7.905 1.8457E − 08

1000 276.7133 26.2517 180 7.905 1.6497E − 08

1500 276.7089 75.6885 180 7.905 8.2617E − 09

2000 276.7068 148.7676 180 7.905 7.6327E − 09

3000 276.7048 546.2568 180 7.905 2.7238E − 09
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Figure 2. Optimal trajectories obtained by the RKDM2

4.3. Numerical resolution by the fourth order Rung-Kutta discretization method

First, we discretize the interval [0, T ] intoN subintervals, whereN is chosen in advance. Then we get the following
moments:

0 = t0 < t1 = t0 + h < ...... < tN−1 = t0 + (N − 1)h < tN = T,
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where h = T
N . The application of the fourth order Rung Kutta scheme for the resolution of Cauchy’s problems

gives the following nonlinear programming problem (8):

Minimize J(θ(ti), tN ) = tN ,

x1(ti+1) = x1(ti) +
h

6
(k1,1 + 2k2,1 + 2k3,1 + k4,1),

x2(ti+1) = x2(ti) +
h

6
(k1,2 + 2k2,2 + 2k3,2 + k4,2),

v1(ti+1) = v1(ti) +
h

6
(k1,3 + 2k2,3 + 2k3,3 + k4,3),

v2(ti+1) = v2(ti) +
h

6
(k1,4 + 2k2,4 + 2k3,4 + k4,4),

x1(0) = x10, x2(0) = x20, v1(0) = v10, v2(0) = v20,

x2(tN ) = x2f , v1(tN ) = v1f , v2(tN ) = v2f ,

θ(ti) ∈ R, ti = t0 + ih, i = 0, 1, . . . , N − 1.

(8)

where 

k1,1 = v1(ti),

k1,2 = v2(ti),

k1,3 =
umax

m
cos(θ(ti))− h

α

m
v1(ti)

√
v1(ti)2 + v2(ti)2e

−bx2(ti),

k1,4 =
umax

m
sin(θ(ti))− g − h

α

m
v2(ti)

√
v1(ti)2 + v2(ti)2e

−bx2(ti)



k2,1 = k1,1 + hk1,3,

k2,2 = k1,2 + hk1,4,

k2,3 =
umax

2m
(cos(θ(ti)) + cos(θ(ti+1)))−

α

m
k2,1

√
k22,1 + k22,2e

−b(x2(ti)+hk1,2),

k2,4 =
umax

2m
(sin(θ(ti)) + sin(θ(ti+1)))− g − α

m
k2,2

√
k22,1 + k22,2e

−b(x2(ti)+hk1,2),



k3,1 = k1,1 + hk2,3,

k3,2 = k1,2 + hk2,4,

k3,3 =
umax

2m
(cos(θ(ti)) + cos(θ(ti+1)))−

α

m
k3,1

√
k23,1 + k23,2e

−b(x2(i)+hk2,2),

k3,4 =
umax

2m
(sin(θ(ti)) + sin(θ(ti+1)))− g − α

m
k3,2

√
k23,1 + k23,2e

−b(x2(i)+hk2,2),



k4,1 = k1,1 + hk3,3,

k4,2 = k1,2 + hk3,4,

k4,3 =
umax

m
cos(θ(ti+1))−

α

m
k4,1

√
k24,1 + k24,2e

−b(x2(i)+hk3,2),

k4,4 =
umax

m
sin(θ(ti+1))− g − α

m
k4,2

√
k24,1 + k24,2e

−b(x2(i)+hk3,2),

Then the solution of this nonlinear optimization program is an approximate solution for the optimal lateral offset
of the original continuous nonlinear optimal control problem.
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Table 3. Numerical simulation of the fourth order Rung-Kutta discretization method

N Tmin CPUT (s) x2(tN ) v1(tN ) v2(tN )

200 276.7226 2.1492 180 7.905 2.8226E − 08

500 276.7089 6.8505 180 7.905 1.1105E − 08

800 276.7058 21.1028 180 7.905 5.8503E − 09

1000 276.7048 37.0808 180 7.905 4.6093E − 09

1500 276.7034 103.3506 180 7.905 1.9948E − 09

2000 276.7028 195.9854 180 7.905 3.5510E − 10

3000 276.7021 915.2891 180 7.905 −1.2305E − 10

4.3.1. Numerical results by the fourth order Rung-Kutta discretization method We have solved the
nonlinear program (8) with the interior-point method implemented in MATLAB2009b for N ∈
{200, 500, 800, 1000, 1500, 2000, 3000}. The obtained numerical results (running time CPUT , minimal time
T , x1(tN ), x2(tN ), v1(tN ) and v2(tN ) are presented in Table 3. Then, we find the results plotted in Figure 3 for
N = 3000.
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Figure 3. Optimal trajectories obtained by the RKDM4
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From Figure 3, we note the angle θ(t) decreases as a function of time, furthermore, we see that x2(t)
reches the altitude target 180km, the velocity v1(t) is also increasing with time it varies from v1(0) = v10 to
v1(T ) = v1f = 7.905km.s−1 set in Table 3 and v2(t) grows from v2(0) = v20 to v2(tc) then decreases from v2(tc)
to v2(T ).
Finally, we note that the running time of the fourth order Rung-Kutta discretization method necessary to find the
optimal solution for N = 3000 is 915.2891s.

5. Numerical comparaison

The minimal time found by the three methods are almost similar, however the execution times of these methods are
quite different. Note For N = 3000 that the Euler discretization method gave an minimal time Tmin = 276.7007s
and required a very short execution time(CPU = 396.4375s). The second order Rung-Kutta discretization
method gave teh minimal time Tmin = 276.7048s with an execution time (CPU = 546.2568s). The fourth
order Rung-Kutta discretization method gave the minimal time Tmin = 276.7021s with an execution time of
CPU = 915.2891s,
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Figure 4. Execution time

Table 4. Numerical comparaison error of the v2(T )

N Error of EDM Error of RKDM2 Error of RKDM4
200 −3.6921E − 10 8.1826E − 08 2.8226E − 08

500 −9.7575E − 10 3.2798E − 08 1.1105E − 08

800 −2.6796E − 09 1.8457E − 08 5.8503E − 09

1000 −2.4122E − 09 1.6497E − 08 4.6093E − 09

1500 −2.4753E − 09 8.2617E − 09 1.9948E − 09

2000 −1.2215E − 09 7.6327E − 09 3.5510E − 10

3000 −2.0787E − 09 2.7238E − 09 −1.2305E − 10
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Figure 5. Minimal time

• The convergence is fast and the computational time is small.
• The Euler discretization method (EDM) is very fast, but less accurate than the other methods.
• The second order Rung-Kutta discretization method (RKDM2) is highly accurate and stable, but it is slow

compared to EDM and fast compared to RKDM4.
• The fourth order Rung-Kutta discretization method (RKDM4) is highly accurate and stable, but it is slow

compared to EDM and RKDM2.
• From [1] the indirect method is faster than the EDM, but is very difficult to apply.

6. Conclusion

In this work, we have solved a practical problem that arises in the aerospace field by formulating it as a nonlinear
optimal control problem. For the numerical resolution, the considered problem is solved by three techniques of
discretization(technique using the Euler formula, technique using the second-order Rung-Kutta formula and the
one using the fourth-order Rung-Kutta formula). The optimal solutions obtained are almost similar, but a large
difference in the execution time of the three numerical methods has been observed. In the future, we will work on
developing this method so that we can apply it in general in other fields.
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