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Abstract The field of Bioinformatics has developed in response to the rapid increase in biological data, particularly high-
dimensional gene expression data. Bioinformatics utilizes optimization, computational science, and statistical methods to
effectively address challenges in the field of molecular biology. Numerous genes (variables) in gene expression are irrelevant
to their study. Gene selection has been demonstrated to be an effective means of enhancing the performance of numerous
methods of classification. The job of acquiring significant variables via the use of ranking variable selection (RVS) techniques
and then picking the most effective classifier is an enormous challenge in the context of high-dimensional data. In this study,
we proposed a new ranking filter method using smooth clipped absolute deviation depending on the resampling technique
(RSVS) to obtain a proficient subset of genes with strong classification abilities. This is achieved by merging a screening
technique employed as a filtering method in conjunction with regularized logistic regression (RLR), such as LASSO,
ALASSO, ENET, and MCP. The study involved the utilization of both simulated and real datasets to conduct an empirical
evaluation of the proposed approach. The findings indicated that the proposed method outperformed other established
methods. It was tested using three publicly available data sets about cancer. The results demonstrate that the suggested
approach is highly effective and viable, thus showing a strong level of performance with regard to accuracy, geometric mean,
and area under the curve. Furthermore, the findings suggest that the genes most often chosen are physiologically associated
with a specific form of cancer. Therefore, the method which has been suggested has potential advantages for the classification
of cancer via the use of DNA gene expression data within a clinical setting.
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1. Introduction

Recent development of DNA microarray technology has emerged as a pivotal advancement in the domains of
biology, medicine, bioinformatics, and genetics [1, 2, 3]. The advent of high-throughput techniques has resulted
in the generation of high-dimensional data, which has significant relevance in the domain of machine learning
and data mining research [4]. The microarray datasets are extremely sparse and possess a high dimension.
Redundancy, noise, and dimensionality are a few of the difficulties associated with these datasets [5]. The “curse
of dimensionality” is a prominent challenge seen in several biological data types, in situations when the number
of variables exceeds the number of samples (p > n). One common issue encountered when dealing with high-
dimensional data is the occurrence of redundant and superfluous variables.
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There are many statistical issues that are encountered when modeling high-dimensional datasets. These challenges
include overfitting, computational complexity, and estimator instability. The constraints outlined above make the
deployment of statistical microarray classification [6]. One of the study topics in statistical applications is the
reduction of dimensionality since this is often the most effective method for working with large datasets of high
complexity [7, 8]. Over the last decade, the disciplines of machine learning and statistical methods have seen the
introduction of many two-stage procedures, such as ranking variable selection (RVS) and classification algorithms,
aimed at effectively tackling these challenges [5, 9, 10]. The application of RVS techniques in classification
methodologies consistently improves performance by reducing data dimensionality through the exclusion of
irrelevant genes (variables).

The first phase of the study involves the implementation of the variable selection strategy based on ranking,
which aims to exclude a significant portion of the genes that have low expression levels. The genes that exhibit
considerable expression are then used by the classifiers in order to enhance their predictive capabilities. Several
strategies have been widely utilized in the literature to decrease the dimensionality of data by eliminating noisy and
unnecessary variables. These methods include Information Gain (IG) [11], Fisher Score (FS) [12], and Chi-square
(CS) [13]. The SIS (Sure Independent Screening) strategy, as proposed by [14], was designed to guarantee that all
significant variables are retained after variable screening, with a probability that approaches one. Parametric models
have become more prominent in high-dimensional experiments [15]. Several parametric models of regularized
logistic regression (RLR), such as the least-absolute selection shrinkage operator (LASSO) [16] and ridge [17], use
¢1-norm and /5-norm penalties. The Adaptive Lasso (ALASSO) algorithm incorporates ridge technique weights.
The Elastic Net (ENET) approach, as proposed by [18], is a regularization method that combines both ¢;-norm and
{5-norm penalties. The two remaining parametric models are the non-concave and concave penalty-based smooth
clipped absolute deviation (SCAD) model, as described by [19], and the minimum concave penalty (MCP) model,
which was introduced by [20].

A study aimed to improve classification and prediction accuracy in gene-dependent cancers by identifying
significant variables using a new proposed filter via the resampling-based SCAD variable selection (RSVS)
technique. The RSVS uses selection probability with the SCAD penalty and the sure independence screening
(SIS) approach to determine the threshold for selecting variables with the highest ranks. These variables are then
used in regularized logistic regression models.

The subsequent sections of this work are structured in the following manner: Section 2 provides an explanation of
the filtering methods and the SIS approach. Section 3 provides a description of the Regularized Logistic Regression,
including five models. In Section 4, the suggested method is explained, along with the algorithmic process. Section
5 focuses on defining the metrics used and evaluating the effectiveness of the research. The experimental findings
derived from the simulation and real data from gene expression datasets are reported in Sections 6 and 7. Lastly,
Section 8 presents overarching findings.

2. Filtering Methods

Variable ranking (VR) approaches may be categorized into two main types: supervised [21] and unsupervised
[22]. The classification is determined by the availability of class labels. Filtering techniques or methods do not
depend on classification algorithms, which leads to quicker processing performance in comparison to the wrapper
and embedding methods. The identification of relevant attributes is established by assessing measures such as
distance, entropy, and uncertainty. A multitude of algorithms have been devised. An exemplary instance is the
Relief method, as given by [23], which utilizes a metric function grounded on distance. This study aims to examine
many commonly used filtering methods in the domain of gene expression research, including the Fisher score,
information gain, and chi-square.

2.1. Fisher score

The Fisher Score (FS) [24] is a widely used strategy in the realm of variable selection for identifying significant
variables from a larger set with the intention of using them in subsequent classification tasks. In order to achieve
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this objective, discriminative and statistical models are used. The fundamental criterion for variable selection is to
minimize the intra-class distance, i.e., the distance between data points within the same class, while maximizing
the inter-class distance, i.e., the distance between data points belonging to different classes. The Fisher score for
each variable F; is computed using this idea:

P = 2 (rt _Wj)
D ket M (UQ

(D

The value F'(j) represents the computed (FS) for each variable j,class ¢ = Oorl, mfc is the mean of k-th class, m? is
the mean and ai is the variance of all dataset.

2.2. The Chi-square test

The Chi-square test, sometimes referred to as (CS), is categorized as a non-parametric test and is generally used
to determine statistical significance when investigating the association between two qualitative variables. During
the pre-processing phase, the “equal interval width” method converts numerical variables into their respective
categorical equivalents. The method referred to as equal interval width” first divides the data into q intervals, with
each interval having the same width. The formula w = (maxz — min)/q, is used for the purpose of calculating the
interval width. Additionally, the phrases min + w, min + 2w, ..., and min + (¢ — 1)w are utilized to ascertain the
limits of each individual interval [25, 26].

A training set comprises of x; =(X;1, ....,X;p), where g represents each variable in a set of p variables. The CS score
for a specific variable g with r distinct variable values [26] can be computed.

_ "~ (05 — Ei)?
j=1s=1 78

O refers to the count of instances that show the j** variable value, provided the value of variable g.

E;, framework denotes the expected presence of data instances that encompass the specific value assigned to the
variable denoted as g.

2.3. Information Gain

The use of Information Gain (IG) is employed to quantitatively measure the amount of information that a variable
gives about the class [11]. The Information Gain approach is often used in Ranking Variable Selection (RVS)
due to its notable computing efficiency and straightforward interpretability. The presence of unconnected or
inaccurate variables does not provide any meaningful information, whereas the inclusion of variables that are
properly divisible provides the maximum amount of information. The metric denoting the degree of purity is called
information, whereas the metric representing the degree of impurity is known as entropy. One limitation of the
information gain measure is its suboptimal performance in the presence of duplicate variables [27].

The following equation can be used to calculate (IG) between the gt variable in x; and the response variable y;:

IG(zi;y:) = H(x:) — H(zslys) 3)

H(zi) = ZP (:) logy (p (i)

H(xily:) = D> p (i) Y p(@ilyi) logy p (w:lys)

Yiey TieX

The symbol H(x;) represents the entropy of variable x;, while H(x;|y;) represents the conditional entropy of x;
given y;.
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2.4. Sure Independence Screen (SIS)

The approach used for variable selection or screening is Sure Independence Screening. The SIS approach was
presented by the author in reference [14]. A specific methodology is used to decrease the number of variables,
represented as d,from a significant magnitude to a smaller subset, designated as m.

Ranking variable selection approaches assign scores to individual variables based on their respective states. The
variables are arranged in ascending order of significance based on the given scores. The procedure for determining
the variables with the highest rank is accomplished by using the SIS condition, which is specifically delineated as
follows: [28].

S

“4)

log s

The variable s is the total number of samples.

3. Regularized Logistic Regression(RLR)

Logistic regression is a well-accepted and essential statistical method used in the fields of medicine and other
sciences for solving binary classification issues. These problems include a response variable that is dichotomous,
meaning it can only take on two distinct values, either zero or one [29]. Researchers encounter significant hurdles
when using logistic regression on datasets with large dimensions in many disciplines such as biomedical imaging,
DNA microarrays, and genomics, especially when the number of variables p surpasses the sample size n.

Lety; € {0,1} ,Create a vector of dimensions n x 1 consisting of tissues., and let z; be a p x 1 vector of variables.
The vector of probability estimates undergoes a logistic transformation m; = p(y; = 1|«;) and the relationship can
be represented by a linear function that has undergone a logit transformation: [6]

P
] :ﬁo—i_zajJTﬁja 1= 1,2,...,71, (5)

j=1

T
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]-_7Ti

where £ is the intercept as well as 3; is a p x 1 the unexplored coefficients are represented as a vector.
The log-likelihood function is defined as:

((Bo,B) = {yilmm(zy) + (1 —y:) In(1 = w(wij)}, 5 =1,2,..p. (6)
1=1

One advantageous characteristic of logistic regression is its capacity to simultaneously estimate probabilities.
m(x;;) and 1 — m(x;;) for each class .

The probability of classifying the i*" sample in class is estimated by #; = exp(By + Z?Zl z;7B;)/1 + exp(Bo +

?:1 ;" B)).

The approach of regularized logistic regression (RLR) involves the inclusion of a non-negative regularization term
in equation (5), which allows for the control of gene coefficients in scenarios with a large number of dimensions.
The idea made by Tibshirani [16] about the use of /;-norm regularization is widely acknowledged and often
referenced in academic literature. The simultaneous processes of gene selection and estimation are performed using
the ¢1-norm regularization approach. This technique includes applying restrictions to the log-likelihood function
of gene (variable) coefficients. The RLR [6] is formally defined in the following manner:

RLR = Z {yilnm(zi;) + (1 —yi) In(1 — 7w (2i;) } + AP(B). 7)

i=1
The vector 3 was estimated through the process of minimizing.

n

Brrr = arg min | — > Avilnm(ay) + (1 - i) In(1 = w(xy;)} + A P(B) ®)

=1
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The variable AP (3) represents the regularization term, used to regularize the estimates. The penalty term is
determined by the value of the positive tuning parameter A, which controls the balance between accurately fitting
the data to the model and the effect of the regularization.

The Lasso method, first proposed by [16], is a modified version of conventional least squares that has been extended
to include a broader scope of applications. The primary objective of using the Lasso method is to conduct variable
selection and regularization techniques, hence enhancing the predictive accuracy of the model.

The Lasso method provides a notable advantage in terms of its computing feasibility when used in the analysis
of classification data characterized by a large number of dimensions. On the other hand, in cases where there are
significant relationships and a noticeable clustering pattern among relevant genes or variables, the Lasso technique
has a propensity to arbitrarily choose one gene while discarding the others. Moreover, the Lasso technique
demonstrates inconsistent gene selection as a result of uniformly applying shrinkage to every gene coefficient.
The estimation of the vector 3 through the utilization of the lasso method is formally defined as follows:

P
Brasso = argmln Z{yl Inm(x;;) + (1 —y;)In(1 —W(ﬂcij)}—i-)\zwj\ 9)
j=1

The variable X serves as a tuning parameter in this context. The maximum likelihood estimator (MLE) converges
to a specific value when the parameter A takes on the value of zero.

The Adaptive Lasso technique or method was devised as a strategy to alleviate the inherent bias present in the
Lasso method. The amount of bias in the model estimate is contingent upon the numerical value assigned to the
variable A. The Alasso technique utilizes adaptive weights to impose penalties on individual coefficients within
the ¢1 penalty [14]. The incorporation of a weight penalty is a technique used to mitigate the bias included in
the Lasso method. This is accomplished by allocating comparatively lower weights to variables that have bigger
coefficients and greater weights to variables that have smaller coefficients. On the other hand, variables that possess
substantial coefficients are assigned reduced weights. Preserving the sparsity characteristic of the Lasso method
is most important when mitigating its selection bias. The mathematical formulation of the regularized logistic
regression using adaptive LASSO is given by the following equation:

P
BaLasso = arg min Z {ysInm(@y) + (1= ys) In(1 = w(2i)} + A wy |5yl 10)
i=1

Where w; = (w1, ..., wp)T is p x 1weight vector. It is dependent on the consistent initial values of B and w; =
(\63 |)~7, where - is a positive constant.

The Elastic Net regularization approach was proposed by [30] as a means to address the initial limitations of the
LASSO method in gene selection. The elastic net regularization method aims to combine the ¢5-norm and ¢;-
norm regularization techniques. It does this by using the ridge regression penalty to address issues related to high
correlation while also leveraging the variable selection aspect of LASSO regularization. The RLR model, including
the elastic net penalty, may be mathematically expressed as:

BEiastic = arg mln Z {yilnm(z;;) + (1 —yi) In(1 — w(xi5)} + M ij 18] + A2 Zﬁ] (11)

j=1

Let y; and x; represent the i*" and j'* vectors of the augmented matrix, respectively.

The regression approach referred to as smoothly Clipped Absolute Deviation (SCAD) is well recognized. The
suggested approach was introduced as a means to fully address the constraint of variable selection in situations
where there are a substantial number of variables. It exhibits desirable oracle qualities in comparison to Lasso and
Elastic Net [8]. The use of the SCAD method, which incorporates a concave penalty function, effectively addresses
the inherent drawbacks of the Lasso technique. The penalty functions used in Lasso regression do not satisfy the
mathematical requirements of continuity, sparsity, and unbiasedness simultaneously.
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The regression coefficients are obtained from the regularized linear regression using SCAD as follows:

BSCAD = argmﬁin — Z {yz lnﬂ(xij) + (]. — yl) ln(l — w(xij)} + )\Zp)\ (|ﬂz|) (12)

i=1 =1

Where p) (.) is the limit of the SCAD penalty and defined:

13)
2 —1)A2—(ex=18;)2+ }I(A<I8,) (
({( ) ( 2(07;)) } 1 C>2andr>0.

1Bill15;1<x+

The abbreviation MCP is often used to refer to the Minimax Concave Penalty [20]. The motivation for the use of the
MCP method is to exclude insignificant predictors from the model while allowing significant predictors to remain
unpenalized. The MCP demonstrates efficiency in its use of Oracle technology and has the desirable attribute of
being Oracle-compatible. Therefore, the penalty function used in the MCP method has a concave or non-convex
structure. The behaviour of MCP is characterized by a somewhat lower level of group cohesion and a tendency to
prefer smaller group sizes.

The regression coefficients are obtained from the regularized linear regression using MCP as follows:

n p
BMCP = argmﬁin — Z {yz lnw(xij) + (1 — yl) 111(1 — ’/T(l‘ij)} + )\Zp)\ (|ﬂ1|) (14)
i=1

i=1

Where p) (.) is the limit of the MCP penalty and defined by:

2e\|B;i| — B2 2
Wl(lﬁﬂSCA)'F%I(\BA>c)\)7c>1and)\20. 15)

4. The Proposed Method based on Resampling

The primary aim of gene or variable selection is to improve the classification performance, expedite and optimize
the gene selection procedure, and get a more complete comprehension of the underlying classification issue.

In this study, we provide a novel filter that incorporates an approach to classification based on resampling
techniques. The filtering approach incorporates the introduction of the resampling-based SCAD variable selection
method (RSVS).

The RSVS technique is derived from the SCAD penalized regression method and incorporates a resampling strategy
to identify important variables based on their frequency ranking. SCAD formula based on the equation number (12)
at this study.

The below equation represents the probability of selection in each gene (variable) according to the SCAD method.

S(U,L):%Z S I(Bi#£0) fori=1,2,.....p (16)

i=1 " j=1

1=

The symbol R represents the total number of resampling iterations, L represents the total number of A values, v,,
represents the variable indexed as i, p represents the total number of variables, n represents the total number of
samples, and I() denotes an indicator variable. The variable selection model is constructed by considering a certain
number of resamples, denoted as R, and a certain number of values of A\, denoted as L. The model construction
process incorporates the use of 10-fold cross-validation.

After using the RSVS method to rank the variables, we use the SIS method to select the most important variables
based on Equation (4). In each iteration, the computation involves determining the count of true variables picked
from the top-ranked variables according to the SIS method. This count is then averaged across a total of 100
iterations. The previously mentioned genes are then utilized in the framework of LASSO, ALASSO, ENET, and
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MCP. The regularized logistic regression technique evaluates the outcomes of the proposed method in conjunction

with a new filtering approach.
Algorithm 1:The proposed method (RSVS)
Step 1: The dataset 1s divided into a training set (70%) and a testing set (30%), with the training set used for model

construction and the testing set for performance evaluation.

Step 2: Calculating the frequency of each gene from 100 different models of A values.
Step 3: Perform Step 1 and Step 2 iteratively for a total of 100 repetitions.

Step 4: Equation (16)

1
R

K3

S(Un): ZI(/BZ#O))fOTZ:]-)Qaap’

R
=1 " j=1

SIS

used to calculate the probability of selecting each variable and then rank them accordingly.
Step 5: Selecting the genes with the highest frequency depending on

S

log s

Step 6: Apply them to regularized logistic regression methodologies to create prediction models.
Figure 1 presents the workflow of the proposed method(RSVS) in our study.

Dataset

Variables X: x1, x2, ..., Xp
Dependent Y: binary class (0 or 1)

o 4

Training dataset: Test dataset:
70% of samples 30% of samples

Select top

s
log(s)

L)

Rank variables
with highest

- selection

probability

g

Figure 1. The workflow of the proposed method(RSVS).
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5. Performance Metrics

Accuracy is a commonly used criterion for evaluating the efficacy of classification models when applied to balanced
datasets. The computation entails the determination of the proportion of correctly classified samples relative to the
overall number of samples used in the classification model [31].

Sensitivity is used as a diagnostic measure to assess the accuracy of accurately identifying individuals as “diseased”.
The concept of specificity is used to evaluate the accuracy of accurately classifying a person as “normal”. The
metrics of Accuracy, Sensitivity, and Specificity are often defined in relation to the quantities of true positives (TP),
true negatives (TIN), false negatives (FN), and false positives (FP) [32].

Accuracy = TELIN
Sens?ti.vz:ty = % an
Specificity = 7x75p

Also, we used Geometric Mean is the joint performance evaluated by utilizing the Geometric Mean of sensitivity
and specificity [6].

G — Mean = \/Sensitivity X Specificity (18)

The Area under Curve (AUC) is a metric that quantifies the aggregate performance of classifier scores throughout
the whole range of feasible threshold values.

The area under the receiver operating characteristic (ROC) curve is often used as a metric to assess the efficacy of
probability categorization. The calculation of the area under a curve involves the use of the following formula:

1 TP FP 1
Aroc = [ 5 d—+ = 5+

N
TP+ dFP 1
iy =pn TP (19)

6. Results of Simulation

The utilization of the multivariate normal distribution within an auto-regressive correlation structure enables the
generation of modelling data. The correlation matrix is a mathematics concept that is described formally as follows:

P11 P12 e Pig
Z _ P21 P22 e P2g (20)
Ps1 ) Psg

The equation that is used to produce the binary response variables is as follows:

iy _od)
i (yi = 1zi) = 1+ exp (2:8) .

The variable of interest is denoted as a set of significant variables(x;). In contrast, the response variable y; is
produced through Bernoulli experiments, as demonstrated in Equation (21). The experiment was repeated 100
times, with a sample size of n=200 and a variable dimension of p=1000. The regression coefficients were derived
from a uniform distribution with a lower bound of 2 and an upper bound of 4 [34]. The equation that represents
the correlation between the i*” and j** variables is Pig = pli=il where i and j are integers ranging from 1 to g. We
obtained data exhibiting correlations of 0.1, 0.4, and 0.7 by employing this high-dimensional configuration. The
observed values in the datasets exhibit correlation structures that range from low to high, resembling patterns often
seen in other forms of data within the area of bioinformatics, such as gene expression data.

Microarray data often demonstrates a substantial level of correlation, and the use of simulated data allows for the
evaluation of suggested approaches on correlated data of this kind. The simulation data is first divided into two
subsets: a training dataset, which accounts for 70% of the total data, and a test dataset, which accounts for the
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remaining 30% of the entire data. The Ranking Variable Selection (RVS) methods and the new filter proposed
(RSVS) are utilized on the training dataset, where the variables are ranked according to their degree of importance.
The SIS is then utilized to select the most significant variables, which are ranked at the top. The selected variables
are subsequently inputted into the regularized regression models. To comprehensively evaluate the performance
of the models and prevent the impact of data partitioning, a 10-fold cross-validation approach was employed
for all RLR models. The computations were conducted by averaging the results from 100 random partitioning
iterations. All the implementations of the study on simulation and real data applications are carried out using R and
Origin2023b.

Table 1. The true variable selection was determined by taking the average of the filtering methods used across all of the
simulation data with its various correlation sets

Correlation RSVS(SD) FS(SD) CS(SD) 1G(SD)
0.1 5.89(0.345) 4.25(0.912) 5.15(0.833) 4.12(0.977)
04 4.56(0.925) 3.80(0.930) 4.01(0.944) 3.27(0.973)
0.7 2.89(1.385) 0.32(2.961) 1.12(2.010) 0.25(3.112)

According to the result presented in Table 1. It was observed that the RSVS method, which employs the SIS
criteria to pick the top-ranked variables, includes a larger set of significant variables in contrast to other existing
RVS methods such as FS, CS, and IG, which were used for comparative purposes. The RSVS approach reliably
identified an average of 5.89, 4.56, and 2.89 true variables from a set of six significant variables that possess
true significance. Furthermore, it demonstrated the lowest standard deviation(SD) values compared to the other
methods. The mentioned result was demonstrated in three unique correlation structures offering strong proof in
favour of the method presented in our research.

Figure 2 presented an illustration of boxplots showing the utilization of the RVS method in conjunction with the SIS
technique for analyzing correlation data values of 0.1, 0.4, and 0.7 with 100 iterations. The boxplots demonstrate
that the RSVS method exhibits a superior average in true variable selection compared to (FS), (CS) and (IG)
methods. Through the proposed method, it is observed that the data order within the Box-plot Graph is more
consistent and the variables show good correlation with each other, with only a few extreme values. CS method in
the second order in terms of variable ranks.

Table 2 presented the computed values of accuracy, and geometric mean (GM-mean) for all the methods, in order to
demonstrate the efficacy of the proposed RSVS method in combination with regularized logistic regression models,
we conducted an analysis using simulation data comprising three distinct correlation values.

We demonstrated the superior performance of RVS as a proposed filter (RSVS) across all metrics. This
demonstrates that the variable selection with (RSVS) filter exhibits superior accuracy, and G-mean compared to
other methods. The variables are created with a low correlation structure, characterized by a correlation coefficient
of r=0.1. The performance of the proposed RSVS filter surpasses that of current filters across all classifier methods,
including LASSO, ALASSO, ENET, and MCP. Furthermore, the suggested integration of the RSVS method and
ENET classifier exhibits superior performance when compared to various combinations involving the RVS method
and classifier, such as RSVS-LASSO, RSVS-ALASSO, RSVS-MCP, and other combinations. This superiority is
evident in the accuracy and G-mean metrics, which attain values of 0.888 and 0.886, respectively. Additionally, the
standard deviations (SD) associated with these metrics are 0.058 and 0.059, respectively. Which are relatively small
values. Alternatively, the predictor variables can be obtained using a moderate correlation structure characterized
by a correlation coefficient of r = 0.4. The combination of the RSVS technique and ENET classifier, which achieved
an accuracy of 0.89 and a G-mean of 0.88, demonstrated superior performance compared to other combinations
of the RVS method and classifiers. The standard deviations (SD) for accuracy and G-mean were 0.038 and 0.03,
respectively. However, the data is created using a high correlation data structure with a correlation coefficient (r)
of 0.7. The comparative analysis reveals that the performance of the proposed RSVS filter with ENET model
surpasses that of other combinations using RVS methods and classifiers.

Figures 3 and 4 presented the boxplot illustrating the area under the curve (AUC) for the four filtering methods
employed in the study. These box plots represent the performance of all classifiers at correlation coefficient
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Figure 2. The boxplot of ranking true variables for filtering methods with correlation coefficients of 0.1, 0.4, and 0.7 with
100 iterations.

values of 0.1 and 0.4, respectively. Notably, the proposed method utilizing the ENET classifier exhibited a distinct
superiority over the other methods when applied to the testing dataset.

7. Results of Real Dataset

The results of the simulation showed significant and obvious superiority of the proposed method in our study,
so this method will be applied only with real data. The datasets included in the present study consisted
of microarray gene expression data. The datasets provided in this study are associated with three publicly
available high-dimensional gene expression datasets that have been previously used by other researchers. These
datasets include colon cancer [36]. https://github.com/ramhiser/datamicroarray/blob/master/data/alon.RData,
leukemia data [35]. https://github.com/ramhiser/datamicroarray/blob/master/data/golub.RData, and prostate cancer
[37]. https://github.com/ramhiser/datamicroarray/blob/master/data/singh.RData.The datasets under consideration
include a response variable categorized into two distinct classes. The use of the previous dataset in this investigation
was motivated by the absence of relevant data of comparable kinds within the geographical context of Iraq.

The dataset is divided into two subsets, with 0.70 of the samples allocated for training and the remaining
0.30 reserved for testing. RVS methods utilize the training data to eliminate genes that are not relevant and
prefer genes of significance. The most significant genes(variables) are chosen using the SIS technique. These
genes(variables) are then utilized in conjunction with different classifiers. The model-building process uses a 10-
fold cross-validation (CV) approach with 100 iterations. Finally, the testing data set is utilized to estimate different
performance metrics.
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Table 2. The assessment of various filtering and classification methods in analyzing simulation data characterized by three

distinct correlation values

Correlation RVS+Classifiers Accuracy(SD) G-mean(SD)
RSVS-LASSO 0.841(0.059) 0.838(0.061)
RSVS-ALASSO 0.849(0.077) 0.843(0.067)
RSVS-ENET 0.888(0.058) 0.886(0.059)
RSVS-MCP 0.82(0.062) 0.817(0.063)
FS-LASSO 0.811(0.053) 0.826(0.082)
FS-ALASSO 0.819(0.050) 0.821(0.067)
0.1 FS-ENET 0.858(0.066) 0.847(0.060)
FS-MCP 0.801(0.077) 0.821(0.081)
CS-LASSO 0.826(0.065) 0.832(0.067)
CS-ALASSO 0.825(0.050) 0.833(0.066)
CS-ENET 0.861(0.072) 0.869(0.063)
CS-MCP 0.816(0.065) 0.821(0.067)
IG-LASSO 0.818(0.052) 0.829(0.075)
IG-ALASSO 0.811(0.059) 0.822(0.082)
IG-ENET 0.839(0.077) 0.846(0.082)
1G-MCP 0.812(0.066) 0.823(0.078)
RSVS-LASSO 0.877(0.047) 0.875(0.049)
RSVS-ALASSO 0.881(0.040) 0.87(0.05)
RSVS-ENET 0.891(0.038) 0.88(0.03)
RSVS-MCP 0.873(0.045) 0.872(0.047)
FS-LASSO 0.841(0.075) 0.855(0.077)
FS-ALASSO 0.862(0.067) 0.86(0.067)
0.4 FS-ENET 0.863(0.052) 0.868(0.066)
FS-MCP 0.851(0.070) 0.859(0.072)
CS-LASSO 0.861(0.051) 0.86(0.053)
CS-ALASSO 0.872(0.052) 0.868(0.059)
CS-ENET 0.871(0.047) 0.872(0.048)
CS-MCP 0.863(0.048) 0.862(0.049)
IG-LASSO 0.842(0.072) 0.859(0.078)
IG-ALASSO 0.861(0.053) 0.863(0.060)
IG-ENET 0.866(0.037) 0.868(0.050)
IG-MCP 0.860(0.048) 0.866(0.066)
RSVS-LASSO 0.912(0.039) 0.911(0.039)
RSVS-ALASSO 0.914(0.038) 0.916(0.040)
RSVS-ENET 0.928(0.030) 0.92(0.03)
RSVS-MCP 0.906(0.041) 0.895(0.042)
FS-LASSO 0.881(0.066) 0.875(0.066)
FS-ALASSO 0.882(0.065) 0.872(0.067)
0.7 FS-ENET 0.901(0.050) 0.89(0.06)
FS-MCP 0.881(0.070) 0.881(0.07)
CS-LASSO 0.892(0.038) 0.891(0.039)
CS-ALASSO 0.897(0.037) 0.895(0.037)
CS-ENET 0.921(0.039) 0.917(0.040)
CS-MCP 0.88(0.041) 0.879(0.041)
IG-LASSO 0.88(0.067) 0.875(0.066)
IG-ALASSO 0.887(0.064) 0.872(0.067)
IG-ENET 0.90(0.051) 0.891(0.06)
IG-MCP 0.879(0.072) 0.881(0.07)

Table 3. Presents a comprehensive summary of the three gene expression datasets

Dataset No. of samples No. of genes Class
Colon Cancer 62 2000 40 tumor / 22 normal
Leukemia 73 7129 48 ALL /25 AML
Prostate Cancer 102 12600 52 tumor / 50 normal

The histogram in Figure 5 provides a summary of the pairwise correlation. The average correlation coefficient
among genes of colon cancer is 0.44. The evidence suggests a strong link between genes, as shown by the values
observed in the simulation experiments. The mean correlation between genes (variables) in cases of leukemia and
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Figure 3. The boxplot of the area under the curve for filtering methods with a correlation coefficient of 0.1 with 100 iterations

of the testing dataset.

prostate cancer is 0.03 and 0.04, respectively. This is attributed to the use of complete gene expression data, as

opposed to the colon gene-expression dataset.

Table 4. Classifier Evaluation Using the proposed RSVS Method for a real testing dataset with an average of 100 iterations

0.85 -

0.80 -

LASSO [ ALASSO | ENET |

MCP

IG

Cancer data RVS+Classifiers Accuracy(SD) AUROC(SD) G-Mean(SD)
RSVS-LASSO 0.797(0.092) 0.88(0.086) 0.725(0.161)

Colon RSVS-ALASSO 0.807(0.084) 0.885(0.084) 0.742(0.140)
RSVS-ENET 0.809(0.081) 0.889(0.081) 0.751(0.138)

RSVS-MCP 0.784(0.084) 0.854(0.101) 0.712(0.157)

RSVS-LASSO 0.975(0.043) 0.996(0.021) 0.964(0.066)

Leukemia RSVS-ALASSO 0.979(0.040) 0.999(0.017) 0.975(0.055)
RSVS-ENET 0.983(0.037) 0.994(0.025) 0.975(0.058)

RSVS-MCP 0.953(0.069) 0.988(0.03) 0.925(0.121)

RSVS-LASSO 0.919(0.051) 0.964(0.039) 0.918(0.054)

Prostate RSVS-ALASSO 0.921(0.050) 0.967(0.037) 0.921(0.053)
RSVS-ENET 0.924(0.049) 0.968(0.036) 0.923(0.052)

RSVS-MCP 0.897(0.061) 0.956(0.043) 0.898(0.061)

Based on the results presented in Table 4, it is clear in all three real datasets, the accuracy, AUC, and G-mean of the
individual classifiers are significantly better when they are used with the RSVS filter depend-on resampling than
when they are used with the FS, CS, and IG methods.The RSVS with ENET classifier had the greatest average
accuracy of 0.809, an AUC of 0.889, and a G-mean of 0.751 when applied to colon cancer. The RSVS technique
has high performance in classifying leukemia and prostate cancer across all individual classifiers. However, when
comparing the CS technique to other RVS approaches, it was found that applying the CS method to all individual
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Figure 4. The boxplot of the area under the curve for filtering methods with a correlation coefficient of 0.4 with 100 iterations
of the testing dataset.

classifiers resulted in much superior performance compared to applying the FS and IG methods to the individual
classifiers. Conversely, it is seen that the standard deviation values obtained using the suggested method were much
lower compared to those obtained using other methods. In conclusion, the combined approach of the RSVS-ENET
exhibited superior performance compared to the other combinations, including the RVS method and classifier.
This clarifies that the suggested framework exhibits superior performance in cases where there is a substantial
correlation among the predictor variables.

Figure 6 shows a clear advantage of the ENET method when the suggested filter is used to look at three real
datasets that depend on the genetic matrix, which is a major threat to human life. This is what leads us to develop
this method for greater accuracy in future studies.

7.1. Results of Statistical Significance Test

In order to make sure that the suggested method really does work at finding highly relevant genes and classifying
them well, a paired two-tailed t-test was used to compare the suggested method to each competing method pairwise.
The test was conducted based on the calculation of the area under the curve (AUC) of the training dataset. In our
investigation, the elastic net classifier was used to evaluate the performance of all four filters. It was observed that
the ENET filter yielded the most favorable outcomes. Figure 7 displays the boxplot representing the Area Under the
Curve (AUC) for each method used across all three datasets in the context of the elastic net (ENET) classifier. It is
clearly seen that the AUC of the proposed method is comparable to the results obtained from FS-ENET, CS-ENET,
and IG-ENET.

The paired two-tailed t-test findings at a specified significance level alpha = 0.05 are shown in Table 5. Based
on the information in Table 5, the suggested method performs statistically better in the area under the curve
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(AUC) compared to FS-ENET, CS-ENET, and IG-ENET in all datasets. The proposed method shows a statistically
significant rise in the area under the curve (AUC) when compared to FS-ENET, CS-ENET, and IG-ENET for the
training dataset.
In table 5 (*) means that the two methods have significant differences.
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Table 5. P-values for the paired t-test of our suggested method against three other methods on three sets of real data.

Dataset RSVS-ENET vs FS-ENET RSVS-ENET vs CS-ENET RSVS-ENET vs IG-ENET
Colon Cancer 0.0069(*) 0.0042(*) 0.0075(%)
Leukemia 0.0010(*) 0.0008(*) 0.0012(*)
Prostate Cancer 0.0033 (*) 0.0029(*) 0.0035(*)

7.2. The Results of Biological Research on The Most Important Genes

After the discovery of the human genome and the identification of many genes causing various types of diseases,
the term molecular diagnosis appeared, which is more accurate than a clinical diagnosis in determining the disease
because molecular diagnosis does not determine the disease by symptoms as much as it targets the root cause of
this disease by examining and testing the genes in which the mutations causing the disease occur even before the
onset of symptoms[45].

The completeness of the human genome sequence and the knowledge of all genes would lead to a qualitative
breakthrough in bioinformatics. It is expected that by the next few years, in many developed countries, molecular
diagnostics will become a standard practice through which blood samples are taken to extract the DNA sequence,
and then this material is examined to determine the likelihood of certain types of diseases. Also, molecular
diagnostics is carried out in many cases through two stages: the first is the extraction of genes and the level of
their expression; the second is the use of computer algorithms that represent intelligent statistical and software
procedures to deal with the big data generated by these genes. Based on this principle, we have introduced a
number of intelligent techniques and statistical treatments represented by these techniques in order to try to
improve the performance of the molecular diagnostic process and give good results. By identifying the most
important genes responsible for the disease, which will provide a roadmap for doctors in diagnosing these diseases,
early screening for these cancers may give a preliminary diagnosis in the event of genetic mutations in patients
likely to be affected, and by paying attention to the important moral genes that appeared in the study as an assistant
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to specialists and those interested in this field. These qualitative diagnostic tests enable the early detection of a
wide range of pathological conditions, and the forthcoming advancements in medicine will significantly enhance
the accuracy, confidence, efficiency, and preventive measures associated with diagnosing genetic diseases.

It is of interest to conduct further validation to ascertain the biological significance of the genes that have been
identified as the most probable. The approach described in this study, namely RSVS using classifier methods, was
implemented for each route. Tables 6, 7, and 8 provide a comprehensive overview of the gene symbols and their
corresponding frequencies as chosen for analysis. The identified genes for colon cancer, leukemia, and prostate
cancer exhibit consensus in their selection and demonstrate biological relevance to their respective cancer types,
as shown by several studies [38, 39, 40, 41, 42, 43, 44].

Table 6. 8-Top significant genes selected for the colon dataset by the proposed method

variable selection with no. of appeared of all classifiers Gene symbol and Pathway name( )
x765(4) AJUBA (Hippo signaling)
x377(4) TEAD4 (Hippo signaling)
x249(2) TCF7 (Hippo signaling)
x1772(4) IL8 (cytokine—cytokine receptor)
x1870(3) CXCL2 (chemokine signaling)
x66(4) CXCL1 (TNF signaling)
x493(2) CD44 (microRNAs in Cancer)
x1423(3) MMP3 (TNF signaling)

*() The shared genes (variables) present in all four gene lists that have been graded.

Table 7. 8-Top significant genes selected for the leukemia dataset by the proposed method

variable selection with no. of appeared of all classifiers Gene symbol and Pathway name( )
x5039(4) KIT (Hematopoietic cell lineage)
x461 (3) RFXAP (Primary immunodeficiency)
x3320(4) CD19 (Hematopoietic cell lineage)
x6539(3) CD3E (Primary immunodeficiency)
x3847(3) ITGA2B (Hematopoietic cell lineage)
x4847(4) LCK (Primary immunodeficiency)
x2020(3) CDB8(B cell receptor signaling pathway)
x1779(2) DNTT(Hematopoietic cell lineage)

Table 8. 8-Top significant genes selected for the prostate dataset by the proposed method

variable selection with no. of appeared of all classifiers Gene symbol and Pathway name( )
x6185(4) ALDH3A?2 Pentose and glucuronate interconversions)
x10234(4) GUSB (Pentose and glucuronate interconversions)
x8965(3) GSTP1 (Glutathione metabolism)
x5890(4) UGP2(Pentose and glucuronate interconversions)
x7623(4) CFD (Complement and coagulation cascades)
x9172(3) XYLB(Pentose and glucuronate interconversions)
x11858(3) ALDH2(Pentose and glucuronate interconversions)
x9850(2) ODCI1 (Glutathione metabolism)

8. Conclusion
In the domain of genomics, a considerable quantity of genes often surpasses the size of the sample under
investigation. From a biological perspective, it is noteworthy to mention that only a restricted number of these

genes demonstrate a direct correlation with the condition under investigation. This study introduces the suggested
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approach, referred to as the RSVS method, which has been created with the purpose of filtering high-dimensional
data that is relevant to the field of bioinformatics. The RSVS approach has superior effectiveness in identifying
relevant factors when compared to other competing RVS methods, as shown by comprehensive simulation tests.
In order to demonstrate the efficacy of classification, several classifiers, including LASSO, ALASSO, ENET, and
MCP, were used on the highest-ranked features produced from the proposed RSVS approach, in addition to other
widely-used RVS methods such as FS, CS, and IG. The classifiers used in the proposed RSVS technique exhibited
superior performance in terms of accuracy, AUC, and G-Mean when compared to other combinations of RVS with
classifiers, as shown in both simulated and real datasets. Furthermore, the genes identified by the suggested RSV
technique on the real dataset have been shown to be statistically significant in terms of their frequency in their
association with cancer. It provides support to doctors and specialists in the initial diagnosis of these potentially
fatal malignancies. In our future research, we will prioritize the development of a technique for the adaptation of
the ENET approach through a sparse support vector machine as well as studying the possibility of building expert
systems for medical diagnosis and prediction of cancers via fuzzy logic systems.
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