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Abstract This study highlights the benefits of advanced image classification in breast cancer diagnosis and treatment.
We utilize deep learning algorithms like YOLOv5 for image segmentation and Densenet121 for feature extraction from
segmented regions. Our dataset includes 54,706 mammography images for comprehensive analysis. We evaluate 100
challenging cases, ensuring a balanced representation of benign and malignant instances. Validation involves 50 consensus
cases. To address the class imbalance, we employ Upsampling/Downsampling. We fine-tune 14 algorithms and compare
outcomes with and without radiologists’ recommendations. Results show a 99.8% AUC during testing and 59.5% during
validation without radiologists’ input, which improves to 99.9% and 93.5% respectively with their insights. Expert
guidance significantly enhances diagnostic accuracy. The study explores the interplay between algorithmic precision,
dataset characteristics, and expert recommendations in breast cancer diagnosis. It provides valuable insights for leveraging
technology and expert knowledge for improved medical outcomes.
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1. Introduction

The profound global implications of breast cancer, evident from the staggering statistics of around 2.3 million
new cases and 685,000 deaths recorded in 2022 [1], highlight the critical need for immediate and targeted
intervention strategies. These statistics underscore the urgency of comprehending regional differences, exemplified
by metrics such as the mortality-to-incidence ratio (MIR) at approximately 29.78%. In light of these disparities,
it becomes increasingly imperative to develop tailored approaches to address the unique challenges posed by
breast cancer across different regions. In this context, the Classification of mammography images plays a vital
role in the initial stages of identifying and diagnosing breast malignancy [2]. Mammograms are vital during the
evaluation and diagnosis of breast cancer, acting as the primary imaging modality for detecting abnormalities.
Their role in early detection allows for prompt intervention and treatment. While other diagnostic methods exist,
the initial assessment of mammograms holds particular significance [3]. It serves as a crucial step in identifying
suspicious findings and determining the need for additional diagnostic procedures, such as echo mammography
[4] and biopsy [5]. Accurate interpretation of mammograms plays a pivotal role in guiding subsequent diagnostic
and treatment strategies, highlighting the criticality of the first diagnostic step in the comprehensive evaluation
of breast health. However, In the traditional paradigm, the accurate interpretation of mammographic images
constitutes a multifaceted task heavily reliant on the expertise of radiologists [6]. As they receive these images,
radiologists engage in a meticulous examination of each detail, meticulously assessing the density, texture, BI-
RADS [7], and patterns inherent to the breast tissue. This visual scrutiny encompasses the identification of
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anomalies such as masses, microcalcifications, or architectural distortions, all of which might signal the presence
of a potential tumor [8]. In addition to this, radiologists take into account the dimensions, shapes, and margins
of identified lesions, crucial determinants in assessing the likelihood of malignancy. The manual interpretation
process necessitates a sophisticated grasp of breast anatomy and pathology. Radiologists draw upon their extensive
training and experience to discern subtle intricacies within the images, enabling them to make well-informed
decisions regarding the presence or absence of abnormalities. However, it’s essential to acknowledge that this
traditional methodology is inherently subjective, introducing an element of variability between different observers.
Furthermore, it can be time-intensive, especially when applied to extensive screening programs. This approach
is subjective, prone to inter-observer variability, and can be time-consuming, especially in large-scale screening
programs. To overcome these limitations, there is a growing interest in leveraging advanced image classification
techniques [9], such as deep learning algorithms, which encompass image processing and ML methods [10],
to automate and enhance the accuracy of mammography image classification. Deep learning algorithms offer
significant potential in improving mammography image classification. By utilizing large datasets and powerful
computational models, these algorithms can learn intricate features and patterns indicative of breast abnormalities
[11]. They can detect subtle variations that may not be easily observable to the human eye and continuously
improve their classification performance through exposure to diverse datasets. The integration of deep learning
techniques into mammography image classification not only complements traditional visual interpretation but
also demonstrates positive impacts in terms of time efficiency and accuracy [12]. It should be noted that deep
learning does not replace radiologists but rather assists and accelerates their work, thereby providing objective
and standardized classification. This integration presents an opportunity to enhance the accuracy of breast cancer
detection by reducing subjectivity and providing radiologists with a valuable tool to support their decision-making
process. By combining the expertise of radiologists with the computational power of deep learning algorithms,
the efficiency and effectiveness of mammography screening programs can be improved. This advancement has
the potential to enable earlier detection, and timely interventions, and ultimately improve patient outcomes. In the
research conducted by YJ Suh et al.[13], they proposed modifications to the YOLOv5 network for the recognition
and categorization of breast malignancy. The modified YOLOv5 attained a remarkable accuracy level of 96.5% and
an MCC coefficient of 93.5%, outperforming Faster R-CNN [14] and YOLOv3 [15]. In an unrelated study [16], to
combat overfitting challenges associated with small datasets, an approach was presented, involving the utilization
of transfer learning (TL) in a deep convolutional neural network (CNN) model[17]. The model achieved high
accuracies on various datasets, including 95.5% on the INbreast dataset [18], 97.35% on the DDSM dataset [19],
and 96.67% on the BCDR [20] database. Furthermore, in the research performed by Rahman et al. [21], a novel
imaging analysis system was proposed for detecting and identifying malignant breast masses in mammograms. The
system utilized thresholding and region-based segmentation tools [22] to identify the largest area within a specified
threshold. Feature extraction was performed employing a modified ResNet-50 [23] deep CNN, trained to classify
mammograms into malignant or benign categories. The proposed system achieved impressive performance on the
INbreast database, with an accuracy rate of 93%, AUC score of 93.02%, specificity value of 93.86%, sensitivity
measurement of 93.83%, and an F1-score of 93.03%. Compared to other systems, it provided more accurate results
and improved visual outcomes. Besides, in the analysis conducted by [24], a novel approach for Segmentation
and categorization of breast cancer images is presented. The framework incorporates various models including
InceptionV3 [25], ResNet50, DenseNet1 [26], MobileNetV2 [27], and VGG16 [28] are utilized for categorizing
mammograms into nonmalignant and malignant groups. Furthermore, a changed U-Net [29] model is employed for
accurate breast region partitioning. The framework utilizes CC (Cranio Caudal), and MLO (Mediolateral Oblique)
visualizations to improve system accomplishment and overcome the challenge of limited tagged data. Transfer
learning and data expansion techniques are implemented to address the indicated issue. The evaluation is performed
on three breast radiograph datasets: MIAS [30], DDSM, as well as CBIS-DDSM [31]. The combination of data
extension with the adjusted U-Net model and InceptionV3 achieves exceptional results, with an accuracy rate of
98.87%, AUC score of 98.88%, sensitivity value of 98.98%, a precision of 98.79%, as well as F1 score of 97.99%,
and a computational time of 0.02 minutes approximately on the DDSM dataset. This comprehensive framework
integrates segmentation and classification models, offering an optimal approach for mammary carcinoma detection
and categorization. Within this study, we address the challenges associated with mammography image classification
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by employing a comprehensive approach that combines deep learning and machine learning techniques. We
begin with YOLOv5 [32, 33], a powerful object detection model, for initial tumor detection, followed by the
application of DenseNet1 for binary classification. Additionally, we fine-tune multiple ML algorithms [34] to
boost the performance of the classification task [35]. Following this approach, our challenge is to leverage these
methodologies to maximize the precision, and efficiency of breast tumor diagnosis, ultimately contributing to the
advancement of mammography screening programs.

2. Material and Methods

The Material and Methods section in our study is crucial for guiding the progress and evaluating our research,
centered on mammography image classification for identifying malignant breast tumors. In AI, algorithm training
and proficiency hinge on dataset availability and quality. Thus, our study underscores the importance of acquiring
a representative dataset.

2.1. Dataset

The data used in this research was obtained from [36]. This dataset provides descriptive information on a
mammography dataset. It includes data from two hospitals, with a total of 11,913 patients examined. Among
them, 486 patients were affected by cancer, and 1,171 patients underwent a biopsy. Additionally, 171 patients had
breast implants. The dataset comprises a sum of 54,706 X-ray pictures, and Image 1 (Fig 1) showcases illustrations
of breast X-rays in the dataset. Each patient typically contributed four images, and some patients contributed more.
The dataset includes six different types of views [37], with ’CC’(Craniocaudal view) and ’MLO’(Mediolateral
oblique view) being the most common for mammography, while the others serve as supplementary views. Image
1 illustrates the different views available, including CC, MLO, ML(Mediolateral view), and LM (Lateralomedial
view), as well as supplementary views such as AT (Axillary view) and LMO (Lateral-medial oblique view). In

Figure 1. Illustrations of Breast X-rays Images.

addition to the imaging data, the dataset provides information on whether patients underwent a biopsy, the presence
of breast implants, and relevant demographic details such as breast density and age. Age is widely recognized as
a significant Danger for Malignant breast tumors, as the incidence of the disease tends to increase with advancing
age. To investigate the relationship between age and breast tumors, we present the age distribution of mammary
tumor patients graphically in Figure 2a. This figure provides a comprehensive visualization of the age distribution
among patients diagnosed with malignant breast tumors, offering valuable insights into the relationship between
age and the occurrence of the disease. The mean age of patients in our dataset is 63.61 years, providing a central
tendency measure that summarizes the age distribution. By examining this graph and considering the mean age, we
can observe distribution patterns and identify any notable trends or associations. This visual representation helps
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us better understand how age influences the probability of breast cancer and supports our analysis of the impact
of age on mammography image classification. Additionally, in Figure 2b, we depict the class imbalance of the
dataset, highlighting that positive cases constitute only 14.1% of the total dataset. This imbalance underscores the
challenges associated with training models on skewed datasets and emphasizes the need for appropriate techniques
to address class imbalance during model development and evaluation.

(a) Age Distribution and Occurrence of Breast
Cancer

(b) Imbalanced Dataset Visualization:
Class Distribution

Figure 2. Breast Cancer Occurrence and Age Distribution: Class Imbalance Visualization

3. Overall Approach for Mammography Image Classification

Within our study, we employ a comprehensive analysis and a preprocessing pipeline to prepare and extract
meaningful information from mammography images for the classification of breast abnormalities. The graph
presented in Figure 3 illustrates the three key phases of the assessment: Image Object Detection, Image Embedding,
Along with Model Development and Evaluation. In the Image Object Detection phase, YOLOv5 is employed to
detect and localize objects of interest within the mammography images. YOLOv5, short for You Only Look Once
version 5, is a state-of-the-art object detection model renowned for its efficiency and accuracy [38]. It operates by
dividing the image into a grid and predicting bounding boxes and corresponding class probabilities for each grid
cell. This phase is pivotal as it allows for the identification and extraction of relevant regions of interest within the
mammography images. By pinpointing areas likely to contain abnormalities or lesions indicative of breast cancer,
YOLOv5 effectively narrows down the focus of subsequent analysis, streamlining the classification process and
reducing computational overhead. Subsequently, in the Image Embedding phase, DenseNet1 is utilized to extract
rich and informative feature representations from the preprocessed mammography images. DenseNet121 belongs
to the family of Dense Convolutional Neural Networks (DenseNets) and is characterized by its densely connected
architecture, where each layer receives feature maps from all preceding layers [39]. This dense connectivity pattern
enables the network to capture intricate patterns, textures, and structures present in the images more effectively
compared to traditional convolutional neural networks (CNNs). As a result, DenseNet121 is well-suited for tasks
requiring detailed feature extraction, such as image classification. In the context of breast cancer detection,
DenseNet121 plays a critical role in generating robust feature representations from mammography images,
which are subsequently used for accurate classification of malignant and non-malignant cases. By leveraging the
capabilities of both YOLOv5 for object detection and DenseNet121 for feature extraction, the proposed framework
ensures a comprehensive analysis of mammography images, leading to improved accuracy and reliability in breast
cancer diagnosis. The Model Development and Evaluation phase encompasses training, validation, and testing
stages, where appropriate strategies such as data augmentation, regularization techniques, and hyperparameter
tuning are implemented to enhance and fine-tune the models using GridSearch [40], a popular technique in ML.
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GridSearch allowed us to systematically explore different combinations of hyperparameter values to identify the
optimal configuration for each algorithm. This phase ensures robust model performance and prevents overfitting
by assessing the models’ generalization capabilities on independent datasets. The graph provides a clear overview
of the workflow and progression through these three distinct phases, highlighting the key steps involved in the
research’s development and evaluation.

Figure 3. Machine Learning Workflow Visualization: Exploring, Preprocessing, Training, and Analyzing the Dataset

3.1. Model Architectures for Breast X-rays Image Analysis

YOLOv5 (You Only Look Once) excels in instant, high-accuracy object recognition, utilizing a streamlined
architecture, advanced data augmentation, and optimized anchor box assignment for single-forward propagation.
On the other hand, DenseNet121, known for its dense connectivity pattern, facilitates feature reuse and gradient
flow within dense blocks, proving effective for image categorization. In our research, we harness the capabilities
of YOLOv5 and DenseNet121 for mammography image analysis in detecting malignant breast tumors.

3.1.1. YOLOv5 Architecture: A Visual Overview of Object Detection and Preprocessing The YOLOv5 architecture
is a robust model for object detection, integrating multiple components for accurate and efficient detection of
objects in images. It incorporates the CSPDarknet backbone, a variant of the Darknet architecture, enhancing
information flow and gradient propagation with Cross Stage Partial connections (CSP). The backbone, with
numerous convolutional layers, effectively extracts hierarchical features, capturing intricate details and high-
level semantic information. To augment spatial awareness and accommodate objects at varying scales, YOLOv5
leverages the PANet (Path Aggregation Network) neck. Utilizing bottom-up and top-down pathways, the PANet
neck combines features from different CSPDarknet backbone levels, achieving fusion through spatial pyramid
pooling and feature fusion for proficient object detection. The output module plays a pivotal role in generating
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precise predictions. By refining feature maps through additional convolutional layers and anchor-based detection,
it delivers accurate localization and classification results. The module consolidates multi-scale predictions from
different network levels, employing non-maximum suppression to eliminate redundant detections. For optimized
performance, YOLOv5 incorporates operations such as 3x3 convolutions, upsampling, concatenation, and 2D
convolutions. These operations synergistically interact with the CSPDarknet backbone, PANet neck, and output
module, establishing a robust correlation among components and empowering YOLOv5 to achieve cutting-
edge object detection. The integrated architecture of YOLOv5, featuring hierarchical feature extraction, spatial
awareness, refined predictions, and additional operations, enables accurate and efficient object detection across
diverse images. This comprehensive approach positions YOLOv5 as a valuable asset in various applications.

3.1.2. DenseNet121 Architecture: Feature Extraction for Image Classification The DenseNet121 architecture is
a deep learning model extensively employed for image categorizing tasks. It consists of multiple components,
including convolutional layers (C1) [41], dense blocks (D1, D2, D3, D4) [42], transition layers (T1, T2, T3) [43],
and an output layer [44]. The C1 layer serves as the initial convolutional layer, responsible for processing the input
image. It applies a set of filters to extract low-level features and capture local patterns from the input data. The dense
blocks (D1, D2, D3, D4) are fundamental building blocks in DenseNet121. Each dense block comprises several
densely connected layers. Within each block, the outputted feature maps of all antecedent layers are appended to the
feature maps of the current layer. This dense connectivity facilitates effective feature reuse and enables the model to
learn rich and diverse representations. The dense connections within the blocks help alleviate the vanishing gradient
problem and promote efficient information flow. The transition layers (T1, T2, T3) are responsible for reducing the
spatial dimensions of the feature maps while preserving the number of feature channels. They typically consist
of 1x1 convolutional layers followed by average pooling. The 1x1 convolutional layers reduce the number of
feature maps, optimizing computational efficiency. The subsequent average pooling operation downsamples the
feature maps, capturing the most relevant information. Following the final dense block, an average pooling layer is
employed to achieve a global representation of the feature maps. The average pooling operation reduces the spatial
dimensions to 1x1 while retaining the number of feature channels. This global representation summarizes the input
data and captures its overall context. The output layer of DenseNet121 consists of a dense layer with 1024 elements,
followed by a softmax activation function [45]. The dense layer performs a fully connected operation, mapping
the global representation to a higher-dimensional space. The softmax activation function converts the output into
a possibility arrangement across the different classes, enabling the model to make predictions by assigning the
highest probability to the most probable class. In conclusion, the DenseNet121 architecture utilizes convolutional
layers, dense blocks, transition layers, average pooling, and a dense output layer with softmax activation for image
classification. Its dense connectivity, transition mechanisms, and global pooling contribute to its effectiveness in
capturing intricate patterns and achieving superior classification performance.

3.2. Experimental Setup and Methodology

In our experimental setup, we followed a well-defined methodology to ensure the reliability and validity of our
results. By incorporating transfer learning with YOLOv5, we extracted the healthy regions from mammography
images, reducing the data size [32] and eliminating irrelevant areas. This step was crucial for optimizing resources
and focusing on relevant regions of interest. Additionally, integrating Densenet121 allowed us to transform the
images into compact vectors [46], preserving essential information. During the preprocessing stage, we conducted
various steps to prepare the data. We removed empty rows, standardized the data, and encoded categorical
variables. Furthermore, as depicted in Figure 4, we identified and removed columns strongly correlated with the
target variable, aiming to mitigate their impact on the model’s predictions and reduce bias. The process involves
calculating the correlation coefficient (rr) between each predictor variable (denoted as XX) and the target variable
(denoted as YY). The correlation coefficient is calculated using the formula:

r =

∑
(Xi − X̄)(Yi − Ȳ )√∑

(Xi − X̄)2
∑

(Yi − Ȳ )2
(1)
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where Xi and Yi represent individual data points, and X̄ and Ȳ represent the means of the predictor variable XX
and the target variable YY, respectively. If the correlation coefficient (rr) exceeds a predefined threshold (indicating
strong correlation), the corresponding predictor variable is removed from the dataset. By eliminating these highly
correlated columns, we prevent the model from relying too heavily on specific features, thereby reducing bias
and improving the model’s predictive performance and interpretability of predictive models [47]. In the initial
phase, we prioritize model interpretability and prevent overfitting by carefully selecting 100 samples, including 50
challenging cancer cases for validation. This deliberate and unbiased approach ensures a diverse and representative
dataset, fostering robust evaluation. Introducing randomness further mitigates potential biases, reinforcing the
generalizability of our findings and contributing to the optimization of breast cancer diagnosis. Addressing class
imbalance [48], we employed a hybrid approach [49] using SMOTE [50] and RandomUnderSampler techniques to
balance the dataset.

Figure 4. Identification and Removal of Strongly Correlated Columns with the Target Variables

SMOTE(xi) = xi + rand(1, k)× (neighbor(xi)− xi) (2)

The equation provided represents the Synthetic Minority Over-sampling Technique (SMOTE) utilized for
generating synthetic samples in imbalanced datasets, specifically targeting the minority class. The approach
involves the creation of new samples through interpolation between a minority class instance (xi) and its closest
neighbors (neighbor(xi)). The extent of oversampling is governed by the parameter kk, which governs the
quantity of synthetic samples produced. By leveraging SMOTE, we can effectively address the class disproportion
problem and enhance the representation of the minority class in the dataset, thereby improving the performance
of classification algorithms. After applying data transformations, our dataset comprises 52,576 samples and
1,033 columns, including information about the mammography images, patient characteristics, and the target
variable. The processed dataset has a reduced size of 415.6 MB, significantly smaller than its original size of
314 GB. The columns in the dataset offer vital information, including the ”laterality” column specifying the
breast side (e.g., left or right), the ”view” column indicating the type of mammogram view used, the ”age”
column recording the individual’s age at the time of the breast X-ray, the ”implant” column denoting whether
the patient has breast implants, the ”density” column detailing breast density, the ”BIRADS” column providing
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Breast Imaging Reporting and Data System scores, and the ”difficult negative case” column indicating instances
that pose a challenge even for expert diagnosis. Additionally, the ”age category” column categorizes patients
into specific age groups for analysis purposes, facilitating a more nuanced understanding of how age influences
breast cancer diagnosis and treatment outcomes. Crucially, the target variable, ”cancer,” identifies whether a
particular mammography image indicates the presence or absence of breast cancer. Incorporating these variables,
including the target, enhances the dataset’s richness and allows for a comprehensive exploration of breast cancer
classification. With this transformed dataset, we can now delve into further analysis and modeling, leveraging the
power of

4. Results and Discussion

The ’Results and Discussion’ section displays the findings and inspection of our research on breast cancer detection.
This section offers a comprehensive analysis of the outcomes obtained from our experimental evaluations and
delves into their implications. Our primary objective was to evaluate the performance of various algorithms
in accurately identifying breast cancer cases through the analysis of mammography images. We describe the
evaluation metrics employed to gauge the algorithms’ effectiveness and offer a detailed examination of the results.
Moreover, we explore the confusion matrices [51] of the top-performing algorithms to gain deeper insights into
their predictive capabilities. Through a thorough discussion of the outcomes, we aim to emphasize the strengths,
limitations, and broader significance of our study, ultimately contributing to the field of breast cancer diagnosis and
treatment.

4.1. Results

In rigorously evaluating our breast cancer diagnosis approach, we strategically focus on two key performance
metrics: AUC and Precision [52, 53]. AUC serves as a robust indicator of our model’s discriminatory power,
emphasizing its capacity to effectively differentiate between benign and malignant cases. Simultaneously, Precision
delves into the accuracy of our model’s positive predictions, critically assessing its ability to minimize false
positives, a crucial consideration in the medical context. The strategic choice of AUC and Precision reflects our
commitment to a nuanced evaluation that aligns with the specific demands of breast cancer diagnosis. These
metrics, tailored to our diagnostic task, provide a comprehensive understanding of the model’s performance,
ensuring both high discriminatory strength and accurate positive predictions. Additionally, we encountered initial
discrepancies in AUC and Precision metrics during the evaluation phase, prompting a thorough investigation
into the underlying causes [54, 55]. Through meticulous analysis and model refinement, we addressed these
discrepancies by fine-tuning key hyperparameters, optimizing feature selection techniques, and implementing
ensemble learning strategies. These adjustments resulted in significant improvements in both AUC and Precision
metrics, enhancing the overall performance and reliability of our breast cancer diagnostic approach. Now, let’s
delve into the equations that quantify the prowess of our approach in these critical aspects.

4.2. Experimental Setup and Methodology

Receiver Operating Characteristic (ROC) Curve Equation:

TPR =
TP

TP + FN
(3)

FPR =
FP

FP + TN
(4)

Area Under the Curve (AUC) Equation:

AUC =

∫ 1

0

TPR(t) dFPR(t) (5)
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Precision Equation:

Precision =
TP

TP + FP
(6)

These evaluation metrics allow us to evaluate the accomplishment of the classification models and examine their
effectiveness in accurately detecting breast cancer cases. In our quest to optimize breast cancer diagnosis, our
experimental design incorporates a meticulous selection of hyperparameters, each chosen for its significant impact
on model performance and reliability. Inspired by established practices [56], we opt for LightGBM for iterative
imputation, despite the missing values already being removed from the dataset [57]. LightGBM’s efficiency in
handling large datasets and complex features is invaluable, contributing to improved model performance. The Z-
score normalization method [58] is crucial, aligning variable scales and facilitating smoother convergence during
training, which is essential for preventing certain features from dominating the learning process due to their
larger scales. Our model evaluation benefits from a Stratified K-Fold with 5 folds [59], providing a balanced
representation of classes for unbiased assessment and minimizing the risk of overfitting or underfitting. Moreover,
setting a threshold for outlier removal (threshold: 0.050000) enhances model robustness by mitigating the impact of
extreme values on model training. We employ the Yeo-Johnson transformation method to transform skewed data
distributions, stabilizing variance, and meeting the assumptions of certain statistical models, thereby improving
model interpretability. Through classic feature selection and the deliberate selection of 20% of the most informative
features, we aim to simplify the model, reduce overfitting, and enhance interpretability and generalizability. Each
hyperparameter choice underscores our commitment to a meticulous methodology that fortifies the robustness
and effectiveness of our breast cancer diagnostic approach. The graph illustrates the performance of 14 binary

Figure 5. AUC & Precision: Test and Validation Sets - Without Recommendation

classification algorithms on mammographic images, evaluated using AUC and precision metrics. The use of two
distinct colors, ’sky blue’ for test results and ’light coral’ for the validation part, emphasizes the differences between
these datasets. Notably, a significant gap in AUC values between test and validation suggests the presence of
an underfitting problem. The initial two algorithms display zero precision, indicating shortcomings [60] in these
models. Furthermore, the fourth algorithm, Quadratic Discriminant Analysis, exhibits exceptionally high precision,
reaching 1 under specific conditions, raising a potential concern that warrants further investigation. the second
graph highlights the impact of radiologist recommendations. Notably, there is a discernible difference in precision
between the test and validation sets, indicating varied model responses to radiologist guidance. Unlike the first
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Figure 6. AUC & Precision: Test vs. Validation Sets with Recommendations

graph, the AUC gap between test and validation has reduced, suggesting improved generalization with radiologist
recommendations. Despite this alignment, distinct algorithmic variations persist, emphasizing the nuanced impact
of radiologist input on model performance The third graph meticulously compares the AUC and precision metrics

Figure 7. AUC & Precision: Validation Sets - With and Without Recommendation

for validation sets, distinguishing between scenarios with and without radiologist recommendations. The validation
sets, representative of data unseen by the algorithms during training, serve as a crucial benchmark to elucidate the
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profound impact of radiologist guidance. The primary objective is to unveil disparities in performance attributable
to the presence or absence of such guidance. Upon scrutiny, the results underscore a distinct contrast between
the two scenarios. With the radiologist’s recommendation, the graph reveals remarkable scores and outcomes,
reflecting a notable enhancement in both AUC and precision metrics. In stark contrast, the absence of such guidance
results in less favorable performance metrics. This stark divergence signifies the pivotal role played by radiologist
recommendations in refining algorithmic predictions, reinforcing the significance of expert input in augmenting
model performance on previously unseen data.

4.3. Discussion

Breast cancer, a prominent public health concern, has witnessed a surge in incidence rates, emerging as a leading
cause of cancer-related deaths among women worldwide in 2020 [61]. Yet, the traditional visual interpretation of
mammograms by radiologists faces inherent limitations, including subjectivity and variability in interpretations.
To overcome these challenges and improve breast cancer detection, our study integrates deep learning algorithms
into mammography image classification. Leveraging the computational capabilities of deep learning algorithms,
our aim is to enhance the accuracy and efficiency of breast cancer detection, offering standardized and objective
classification methods [2, 35]. This approach aligns with the need to overcome subjectivity and the time-consuming
nature of traditional visual interpretation, providing a valuable tool for radiologists in the early detection and
diagnosis of breast cancer. In our intricate study, we embarked on the binary classification of mammography
images, employing a sophisticated approach that involved initial preprocessing and transformation of the image
set. To reduce computational complexity, we leveraged YOLOv5, followed by transforming the images into vectors
using DenseNet 121. Subsequently, we curated two distinct sets: one integrated with radiologist recommendations
and the other without. The study meticulously separated 100 cases from each set, including 50 positive cases
with cancer, to rigorously validate our model. Addressing the challenge of imbalance, we employed a hybrid
method, SMOTE, to mitigate the inherent skew in the dataset. The absence of radiologist recommendations unveils
a significant gap in AUC values between the test and validation sets, indicative of a potential underfitting problem.
Furthermore, the initial two algorithms exhibit zero precision, highlighting inherent shortcomings. Of particular
concern is the fourth algorithm, Quadratic Discriminant Analysis, which displays exceptionally high precision
under specific conditions, prompting a call for a thorough investigation. A remarkable departure from the first graph
is evident in the second graph, notably in the substantial difference in precision between the test and validation
sets. Unlike the initial presentation where precisions were relatively consistent, this discrepancy suggests nuanced
responses to radiologist recommendations, influencing precision differentially. The second graph also indicates an
encouraging reduction in the previously observed gap in AUC values between the test and validation sets. This
improvement suggests effective mitigation of potential underfitting issues, showcasing better alignment between
the test and validation datasets when incorporating radiologist recommendations [62]. Crucially, the second
graph dispels the overfitting concerns witnessed in the first, with AUC values demonstrating a more harmonized
performance across evaluated algorithms. This implies that the models better generalize to new data when guided
by radiologist recommendations. However, nuanced differences persist among algorithm performances, warranting
deeper investigation into their behavior under specific conditions. The third graph meticulously dissects AUC and
precision metrics for validation sets, discerning scenarios with and without radiologist recommendations. Serving
as a benchmark of unseen data, the validation sets elucidate the profound impact of radiologist guidance on
algorithmic predictions. Results underscore a stark contrast between scenarios. With radiologist recommendations,
the graph reveals remarkable scores, reflecting enhancements in both AUC and precision metrics. Conversely,
the absence of such guidance results in less favorable performance metrics, emphasizing the pivotal role of
radiologist recommendations in refining algorithmic predictions on previously unseen data. This study reinforces
the significance of expert input in augmenting model performance and highlights the potential for further refinement
through the incorporation of radiologist guidance in breast cancer detection models. Additionally, in future studies,
we aim to delve deeper into the integration of radiologist recommendations and the multiclassification of BI-
RADS to enhance the sophistication and accuracy of breast cancer detection models. Transitioning towards BI-
RADS multi-classification involves several steps, including the adaptation of the current model architecture to
accommodate multiple classes corresponding to different BI-RADS categories. This transition will necessitate the
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collection of annotated data representing each BI-RADS category, followed by model training and validation on
this expanded dataset. The potential benefits of this approach are manifold, including improved granularity in
breast cancer diagnosis, better characterization of lesions, and enhanced clinical decision-making. By embracing
BI-RADS multi-classification, we can provide clinicians with more detailed and informative insights, ultimately
leading to better patient outcomes and more personalized treatment strategies.

5. Conclusion

In conclusion, our comprehensive study delved into the intricate realm of binary classification for mammography
images in the context of breast cancer detection. Employing a multi-faceted approach that included meticulous
preprocessing, transformation via YOLOv5, and vectorization using DenseNet 121, we navigated the complexities
of enhancing computational efficiency while maintaining diagnostic accuracy. The evolution of our study unfolded
through a meticulous exploration of algorithmic performance with and without radiologist recommendations. The
initial graph revealed notable discrepancies in AUC and precision metrics, signaling potential underfitting and
overfitting concerns. Subsequent refinements in the second graph showcased improved alignment between test and
validation sets when incorporating radiologist recommendations, mitigating the risk of underfitting. Our research
provides valuable insights into the nuanced impact of radiologist recommendations on algorithmic performance.
The third graph, dissecting AUC and precision metrics for validation sets with and without recommendations,
highlighted the transformative role of expert guidance. The stark contrast in outcomes emphasizes the pivotal role
of radiologist recommendations in refining algorithmic predictions, particularly in scenarios involving previously
unseen data. Furthermore, our study acknowledges the importance of extending the model evaluation to larger and
more diverse datasets, incorporating validation studies across multiple medical centers and diverse populations.
This expansion ensures the model’s generalizability and effectiveness in real-world clinical settings. Additionally,
we emphasize the significance of advanced visualization techniques and interpretability methods, which provide
valuable insights into the decision-making process of the classification model and enhance its transparency
and credibility. This approach empowers healthcare professionals to better understand and interpret the model’s
predictions, facilitating informed clinical decisions. In future work, our study will transition towards BI-RADS
multi-classification, expanding our model’s capabilities to classify mammographic images based on a broader
spectrum of breast cancer risk categories. By addressing the challenges associated with false negatives and
exploring future research directions, we aim to further advance the accuracy and effectiveness of breast cancer
detection models. Ultimately, our research contributes to ongoing efforts in early detection, improved patient
outcomes, and the reduction of the societal burden of breast cancer
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