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Abstract
In the presence of Big Data, it is essential to recognize that despite the abundance of data, these often do not faithfully
represent the target populations. Therefore, analyzing these vast datasets does not guarantee representativeness, as they
are collected without proper sampling design. Integrating survey weights and auxiliary information into machine learning
algorithms constitutes a major challenge in making the samples more representative of the overall population. Moreover, only
a few statistical learning software packages offer options to include these weights in their estimation process. In this paper,
we introduce a novel weighted configuration of the logistic regression algorithm and employ a bootstrap method to compare
its performance against non-weighted models. Our contributions demonstrate the importance and relevance of incorporating
different weights for instances and provide a practical approach for analysts in settings where traditional statistical learning
tools fall short. This work bridges a critical gap in statistical learning, ensuring that conclusions drawn from large datasets
are robust and generalizable.
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1. Introduction

Machine learning techniques include various methods used to extract information from databases for predictive
or decision-making purposes. The advancement of learning theory can be attributed to the development of data
storage resources and the advent of extensive data resulting from the digitalization of daily activities, capturing all
digital footprints [1, 29]. Dealing with these vast amounts of data has led to the emergence of several open-source
solutions to facilitate the processing and analysis of large-scale data [28]. However, handling large volumes of data
introduces theoretical and mathematical challenges in terms of data analysis, as large volumes of data may not
necessarily represent the target populations accurately. Similarly, many traditional statistical algorithms encounter
issues of stability and robustness when applied at larger scales, as statistical tests tend to become significant in the
presence of substantial data volumes [2, 3].
The convergence of machine learning and statistics is essential to capitalize on their respective strengths fully.
Within the realm of machine learning, a key objective is to obtain reliable parameter estimates, enabling trained
models to produce results applicable to the target population. Hence, the representativeness of initial samples
assumes a critical role in ensuring the credibility of the generated outcomes. However, it is vital to acknowledge
that the analysis of massive datasets does not automatically guarantee exhaustive results, as such data are frequently
collected without a systematic sampling or survey design. This inherent characteristic introduces the risk of

∗Correspondence to: Lamyae Benhlima (Email: l.benhlima@insea.ac.ma). Laboratory of Methods Applied in Statistics, Actuaries, Finance
and Quantitative Economics, National Institute of Statistics and Applied Economics,Rabat, Morocco (10000).

ISSN 2310-5070 (online) ISSN 2311-004X (print)
Copyright © 2025 International Academic Press



L. BENHLIMA, M. EL HAJ TIRARI 781

encountering massive yet biased datasets, which may only represent specific subpopulations. To bridge this gap
between machine learning and statistics, methodologies need to be implemented that ensure the representativeness
of samples, thereby yielding more robust and generalizable conclusions for the target population. The integration
of suitable weighting and sampling techniques serves as a pivotal component in this process, facilitating the
incorporation of specific individual characteristics and ultimately enhancing the reliability of the findings.
As previously mentioned, ensuring the representativeness of the sample is essential for generalizing results to
the target population. However, limited research has been conducted to assess the impact of ignoring sampling
weights in statistical learning methods and its implications on the ability to draw conclusions applicable to the
target populations[26, 27]. In the literature, two main approaches for incorporating weights in the analysis of
machine learning models are discussed. The first approach involves post-hoc recalculation [4], where the model
predictions are re-weighted after the initial model training to account for the weights. This approach allows the
application of existing machine learning algorithms without significant modifications while considering the specific
characteristics of the sample. On the other hand, the second approach involves directly incorporating weights into
the process of estimating model parameters, thereby specifying the modifications to the inferential properties of
these models [5, 6].
Our study falls within the scope of the second approach and aims to assess changes in the inferential properties
of the logistic regression model by incorporating different weights for instances. Initially, we identified and
implemented modifications to the inferential properties of the logistic regression model at various stages of
configuration and evaluation through the incorporation of weight vectors. Subsequently, we conducted a series of
simulations to train the learning model with and without weighting. Finally, we adopt a bootstrap-based approach
to examine whether there exists a statistically significant difference between the outcomes of the weighted and
unweighted models. This analysis allows us to determine the appropriateness of the weighting approach for a given
problem.

2. Methodology

Traditional inferential tools for predictive models have been developed under the assumption of data obtained from
a simple random sample, where each individual is given equal weight. This assumption implies that all individuals
have equal importance in the inference process and represent the population to the same degree. However, in real-
world scenarios, data is often collected through complex sampling designs, and individuals may have different
probabilities of being selected for the sample. Introducing sampling weights into the core of the predictive model
estimation process aims to address this complexity and provide a more accurate representation of the underlying
population. In this context, sampling weights are used to differentiate the contributions of individuals in the
sample. Individuals with lower weights have a diminished influence on the estimation and evaluation outcomes
compared to those with higher weights. By incorporating distinct weightings for individuals within statistical
learning algorithms, our objective is to ensure the representativeness of the sample and improve the precision
of the produced estimators.

Specifically, we focus on the logistic regression model and examine its inferential properties after integrating
sampling weights. Our proposed approach involves incorporating the weighting methodology into the logistic
regression estimation process, effectively utilizing weighted likelihood. Each individual in the sample is assigned
a specific weight value that encapsulates the characteristics of the sample design from which they were drawn.
The allocation of these weights is determined by various aspects, such as the probability of inclusion, population
size, sampling technique, stratification, and the availability of auxiliary information. By accounting for sampling
weights, we can better account for the complexities of the data collection process and ensure that our statistical
learning model is better equipped to make accurate and reliable predictions for the target population.

2.1. Logistic regression

Logistic regression is a widely used statistical method for modeling binary discrete dependent variables[30]. It
involves one or more independent variables, which can be either continuous or categorical. The primary goal of
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logistic regression is to estimate the probability of an event occurrence, yielding a predicted probability within
the interval of 0 to 1. This probability can be utilized for binary classification or decision-making purposes.
In this study, we measure a dichotomous response variable denoted as Yi, i = 1, 2, . . . , n for a group of n
individuals, which can take two values, 0 and 1. Additionally, we have K explanatory variables (either qualitative
or quantitative) denoted as x0, x1, . . . , xK . If an individual i belongs to the positive class, Yi takes the value 1;
otherwise, if the individual belongs to the negative class, Yi takes the value 0. Our objective is to create Y as a
function of the variables xi using a logistic link while ensuring the fulfillment of specific assumptions [7]:

• N independent observations are denoted as (Y1, x1), . . . , (Yn, xn) where xi = (xi0, . . . , xiK)
• Each Yi given xi follows a Bernoulli distribution with probability:

pi = P (Yi = 1 | xi) =
exp(β′xi)

1 + exp(β′xi)
(1)

with β′xi = β0xi0 + . . .+ βKxiK , where (β1, . . . , βK) are unknown real parameters and xi0 = 1.

Thus, we aim to model the probability that Y takes the value 1 :

E(Yi = 1/xi) = pi = P (Yi = 1/xi) (2)

The logistic regression model, a specific type of generalized linear model, employs the logit transformation
function logit g(pi) = ln

(
pi

1−pi

)
, where pi represents the probability of an event occurring. This transformation

facilitates the establishment of a linear relationship between the dependent variable and the independent variables,
as follows:

g(pi) = β0 +

K∑
k=1

xikβk (3)

The coefficients (β1, . . . , βK) are estimated analytically using the likelihood method. A key objective of this
research is to investigate the impact of incorporating sampling weights, which directly affect the formulation of the
likelihood function. As a result, the introduction of sampling weights has significant implications for the equations
used in maximum likelihood estimation.

Let Yi = (y1, y2, . . . , yn) be a simple random sample of a binary random variable. Yi (given xi) has the marginal
density function over {0, 1}:

f(yi/xi) = pyi

i (1− pi)
1−yi (4)

Under the assumption of independence, the likelihood function is the product of the n marginal densities:

L(β) =

n∏
i=1

(
eβ

′xi

1 + eβ′xi

)yi (
1

1 + eβ′xi

)1−yi

(5)

The natural logarithm of the likelihood, known as the Log-Likelihood, is expressed as follows:

L(β) =

n∑
i=1

[yiβ
′xi − log(1 + eβ

′xi)] (6)

By maximizing the log-likelihood function, we obtain regressions coefficients estimates β̂ = (β̂0, β̂1, . . . , β̂k).
This method involves assigning β̂ the value that maximizes the likelihood, or equivalently, the logarithm of the
likelihood. However, this approach may lead to poorly performing classifiers due to the phenomenon of overfitting.
In this particular case, it is common to use regularization techniques by adding penalty constraints to the log-
likelihood function.

Two main approaches of regularization are widely used: the Ridge method proposed by Hoerl and Kennard
[8], which adds a penalty term proportional to the sum of squares of the coefficients. This penalty, known as L2
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regularization, helps control the model complexity by shrinking the coefficient values towards zero, preventing
overfitting, and enhancing the model’s ability to generalize to new data. Additionally, the Lasso method (Least
Absolute Shrinkage and Selection Operator) proposed by Tibshirani [9], adds a penalty term proportional to the
absolute values of the coefficients. This L1 regularization technique is effective in feature selection, as it encourages
sparsity in the model by driving some coefficients to exactly zero, leading to a more interpretable and concise
model. These regularization techniques play a crucial role in achieving better-performing and more stable models
in various machine learning applications. The penalized likelihood is defined as follows:

L(β) =

n∑
i=1

[yiβ
′xi − log(1 + exp(β′xi))]− ϑ(β) (7)

With,

ϑ(β) =

{
∥β∥1 = |β0|+ |β1|+ . . .+ |βK |,Lasso regularization
∥β∥2 =

√
β0

2 + β1
2 + . . .+ βK

2,Ridge regularization
(8)

Here, λ ≥ 0 is a regularization parameter controlling the amount of shrinkage. By incorporating the penalty term,
we seek the value of β that nullifies the derivative of the penalized log-likelihood function (6). This leads to
obtaining K equations, known as score equations, represented as follows:

∂L(β)

∂βk
=



∑n
i=1 xik

(
yi − exp(β′xi)

1+exp(β′xi)

)
− λ sign(βk),

if ϑ(β) = ∥β∥1∑n
i=1 xik

(
yi − exp(β′xi)

1+exp(β′xi)

)
− 2λβk,

if ϑ(β) = ∥β∥2

(9)

The maximum likelihood estimator β′ is obtained by solving a set of K nonlinear score equations. As a result,
finding their solution necessitates the use of iterative numerical analysis methods. One commonly used technique
for solving these equations is the Gradient Descent method [10]. This method is based on iterative optimization,
aiming to determine the values of β that minimize the cost function associated with the logistic regression model.

2.2. Formulation of weighted likelihood

As mentioned earlier, weighted logistic regression involves adjusting the expression of the log-likelihood function
to account for the weights assigned to each individual. This approach allows estimating model parameters by
assigning weights to individuals based on their degree of representativeness or their importance. By incorporating
these weights into the likelihood function, weighted likelihood enables obtaining parameter estimates that
appropriately reflect the characteristics of the population. Weighted likelihood has proven to be a valuable technique
in various statistical applications, especially when dealing with imbalanced and rare data [11]. The authors have
proposed a new version of the weighted logistic regression algorithm (RE-WLR ), demonstrating its robustness
in handling large quantities of imbalanced data. Additionally, weighted likelihood is an effective approach for
minimizing the mean squared error and correcting the bias of parameter estimates when the model is misspecified
where the data follows a complex mixture of distributions [12]. The application of the weighted likelihood
approach has also yielded promising results when dealing with outliers and their impact on estimation quality.
In this context, researchers have introduced weighted score functions to replace the conventional ones. These
new score functions incorporate weights that depend on the residuals, which helps mitigate the adverse effects of
unusual observations. This adjustment contributes to more reliable and robust estimations, enhancing the overall
effectiveness of the method in handling challenging data scenarios [22]. This research aims to demonstrate the
pertinence of the weighted likelihood approach in the context of complex sampling, where the goal is to ensure
sample representativeness. By incorporating survey weights assigned to each individual, this method ensures the
production of robust estimates that effectively capture the diverse characteristics of the population.
Let W = (w1, w2, . . . , wn) be the weight vector assigned to the n observed individuals. The weighted likelihood is
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expressed as follows [13]:

LW (β) =

n∏
i=1

[pyi

i (1− pi)
1−yi ]wi (10)

The weighted log-likelihood is obtained by taking the natural logarithm of equation (10):

LW (β) =

n∑
i=1

wi[yiβ
′xi − log(1 + exp(β′xi))]− λϑ(β) (11)

Thus, when individuals are weighted by the weight vector W , the estimator for β is obtained by maximizing the
weighted likelihood:

∂LW (β)

∂βk
=



∑n
i=1 wi

(
yi − exp(β′xi)

1+exp(β′xi)

)
xik

−λ sign(βk), if ϑ(β) = ∥β∥1∑n
i=1 wi

(
yi − exp(β′xi)

1+exp(β′xi)

)
xik

−2λβk, if ϑ(β) = ∥β∥2

(12)

Consequently, the crucial aspect of considering weighting in the logistic regression model involves the use of
weighted likelihood and the resolving weighted score equations using numerical analysis techniques such as the
Gradient Descent method.

3. Approach proposed

Statistical learning techniques focus on modeling variables to create predictive models, typically developing
inferential tools under the assumption that the data originate from a simple random sample, where each individual in
the sample is assigned equal weight. However, real-world data often come from complex sampling methods, where
individuals may have differing levels of importance or relevance. To enhance the representativeness of samples and
incorporate a priori knowledge, it is crucial to integrate weighting and calibration techniques that assign different
weights to individuals. This adjustment is significant as it can substantially affect the inferential properties of the
predictive models used in statistical learning. While some statistical learning software packages already support
weighted methods, there remains a critical need for more extensive integration of these methods across a broader
range of machine learning software tools. Such integration is essential for developing robust and equitable machine
learning systems capable of effectively handling the complexities of real-world data across various domains.

3.1. Weight generating approach

Individual weighting has been extensively studied in scientific articles by d’Horwitz and Thompson [14]and by
Hansen and Hurwitz [15], involving weighting units by the inverse of their inclusion probabilities. The weight
assigned to an individual is determined by the sampling design and is interpreted as the number of the target
population represented by the sampled individual, including themselves. Therefore, survey weights are expressed
as wi =

1
πi

, where πi represents the probability of selection for individual i.
In the context of machine learning datasets where sampling weights are often unknown, we employ a specific
procedure to generate artificial weights for training samples. The approach we propose involves assuming that
the test sample data is selected using simple random sampling, which is equivalent to not applying weights for
parameter estimation. Subsequently, we refine these weights through calibration technique, ensuring that they
align with the known totals of specific auxiliary variables [16],and incorporate them into the parameter estimation
process of the machine-learning model. By employing the described approach to generate and refine sampling
weights, we can effectively incorporate the appropriate weighting information. This step is crucial as it enhances
the sample’s representativeness and our models’ accuracy, leading to better analysis and more reliable inference.
In the context of machine learning datasets where sampling weights are often unknown, we employ a specific
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procedure to generate artificial weights for training samples. The approach we propose involves assuming that
the test sample data is selected using simple random sampling, which is equivalent to not applying weights for
parameter estimation. Subsequently, we refine these weights through calibration technique, ensuring that they
align with the known totals of specific auxiliary variables [16], and incorporate them into the parameter estimation
process of the machine-learning model. This approach is distinctive because, unlike traditional weighting methods,
it uses known population information not included in the dataset, making the sample more representative. By
employing this approach, we effectively incorporate appropriate weighting information, crucial for enhancing our
models’ accuracy and leading to better analysis and more reliable inference.

Especially in classification problems, it is crucial to ensure that the classes are well-represented in the sample.
To address this concern, instead of a simple random sampling design, we have chosen a stratified sampling design,
which involves selecting independent samples from each stratum based on their respective sizes and the overall
population size.Within each stratum (U1, U2, . . . , UH ) characterized by sizes (N1, N2, . . . , NH), we denote these
independent samples as Sh with size nh, where each nh is determined by the characteristics of the specific stratum.
The total population size N is defined as the sum of the sizes of all strata, given by N =

∑H
h=1 Nh.

The Neyman allocation method [17] is employed to determine the sample’s sizes. This widely used approach in
survey sampling theory optimizes the estimator of the total of the response variable at the population level by
allocating sample sizes optimally across different strata. The objective is to minimize variance while maintaining
a fixed overall sample size, denoted as n.

min
nh

VP

[
(t̂yπ)

]
=

H∑
h=1

N2
h(1− fh)

nh
S2
y,h

s/c : n =

H∑
h=1

nh

(13)

The resulting allocation from the minimization program is as follows:

nh = n · Nh · Sh∑H
h=1 Nh · Sh

(14)

Where,

S2
y,h =


1

Nh − 1

∑
k∈Uh

(yk − µyh)
2

Nh

Nh − 1
Ph(1− Ph)

(15)

The first equation represents the variance of the variable of interest when it is continuous, while the second one
applies when it is binary.
With,

µyh =
1

Nh

∑
k∈Uh

yk (16)

Ph =
1

N

∑
k∈U

ykh (17)

Thus, the weights obtained from the Optimal Stratified Sampling design are defined as wi = Nh/nh for each
individual i belonging to stratum h. Once the sampling weights have been determined, the next step involves
applying calibration techniques to address potential estimation bias and improve alignment between the sample
characteristics and those of the entire population. Calibration is a critical aspect of the estimation process, as it
adjusts the weights based on auxiliary information available for the population. This method effectively corrects
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any discrepancies between the sample and the target population, thereby enhancing the sample’s representativeness
by reducing biases introduced during the initial sampling design [18]. This adjustment ensures that the sample
provides a more accurate representation of the population’s characteristics, leading to improved precision in
statistical estimates and strengthening the validity of inferences drawn from the sample. The calibration weight
adjustment was performed following the Samplics approach [19].

3.2. Comparing weighted and unweighted models using the Bootstrap method

To evaluate the relevance of incorporating weights, we propose a bootstrap approach aimed at assessing whether
there is a significant difference between the estimators generated by the model with and without weighting. The
challenge stems from the unpredictability of the weights: they are random variables with generally unknown
distributions. this distribution depends on the relationship between the weights and the other variables of the model.
Therefore, a method that does not require prior knowledge of the weight distribution, namely the Bootstrap method,
appears suitable for addressing this particular situation. The advantage of this method lies in its adaptability to
parametric models, liberating us from the constraints of an unknown weight distribution.
Fundamental concept of the Bootstrap method : The Bootstrap method, initially introduced by Efron [20]. is
a powerful technique that allows for the estimation of unknown characteristics of a population based on a set
of samples drawn from it. This approach involves performing random sampling with replacement from a data
sample to approximate the unknown distribution of a statistic. By analyzing the empirical distribution derived from
multiple resampling iterations, we can estimate the distribution of the statistic of interest and draw inferences about
the underlying population. Efron and Tibshyrani have conducted extensive research on the bootstrap, providing
comprehensive explanations of this approach and demonstrating its application in regression models [21]. The
Bootstrap concept revolves around the process of repeatedly drawing a large number of resamples from the original
data to create an empirical bootstrap distribution of the statistic under consideration. This methodology offers
a reliable approximation of the true distribution of the statistic, which is initially unknown. Multiple bootstrap
variants are available, varying in how the bootstrap samples are generated and utilized. Among these, the most
common approach is the empirical bootstrap, also known as pairwise bootstrap, where bootstrap samples are
constructed by resampling the data without making any specific assumptions about the underlying distribution’s
form.
Bootstrap comparison of weighted and unweighted models: In this study, we aim to compare the results of
weighted and unweighted models. Let (Y1, x1) . . . (Yn, xn) represent a sample associated with a weight vector
W = (w1, w2, . . . , wn). No assumptions are made about the weights, and the objective is to test the parameters of
the logistic regression model under both scenarios. The estimators of β are denoted as β̂ and β̂w for the unweighted
and weighted models, respectively. To compare the two estimators, we follow these steps:

• Step 1: Subsampling
We create a new subsample, denoted as (Y1, x1)

∗ . . . (Yn, xn)
∗, by performing random sampling with

replacement from the original sample. With this new subsample, we apply the logistic regression model
(both with and without weights) to obtain two new estimators of β denoted as β̂∗ and β̂∗

w.
• Step 2: Estimator replication

We repeat the first step B times, resulting in B values of β̂∗ and B values of β̂∗
w.

• Step 3: Comparison of results with and without weighting
We compare the means of the estimators β̂∗ and β̂∗

w based on the respective B observations. We test the null
hypothesis H0 : β̂∗ = β̂∗

w, which is asymptotically equivalent to testing H0 : E(β̂) = E(β̂w). Rejecting the
equality of means will lead us to conclude that there is a significant difference between the two models.

4. Simulation analysis

The simulation has been carried out utilizing datasets sourced from the UCI Machine Learning Repository
[24, 25, 23, 31, 32]. The subsequent Table 1 presents an overview of these datasets, outlining their essential
information:
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Table 1. Datasets informations

Datasets Instances Associated Task

Census Income 48,842 Predict whether income exceeds
$50,000/year

CDC Diabetes Health Indicators 253,680 Predict diabetes patients
Default of Credit Card 30,000 Predict credible clients

Mushromm 8124 Predict the edibility of a mushroom
Spambase 4601 Predict spam emails

In the context of predictive modeling, data preparation and preprocessing include several crucial steps. The
first step involves identifying and handling outliers, which are unusual values in the data that could significantly
influence the results.Then, we proceeded with rebalancing the datasets using the undersampling technique
to minimize bias in favor of the majority classes. Subsequently, two crucial processes, data encoding, and
standardization are essential. Data encoding is used to convert categorical variables into appropriate numerical
formats, while standardization is employed to scale numerical variables to a common range, facilitating easier
comparison and interpretation of the data. Following these preparatory steps, the data is divided into training and
testing sets. Enabling the evaluation of the model’s performance on unseen data, to accurately assess its ability to
generalize.
As the survey weights for each individual were unavailable in all datasets, we adopted an optimal stratified sampling
approach to create a representative sample of the entire population. The main goal was to generate a weight vector to
study the impact of considering the differential weighting of individuals on the learning model. To accomplish this,
we implemented a stratified sampling design that ensured a balanced representation of each stratum in the sample.
After drawing the sample, to improve the precision of the estimators, the calibration technique was employed to
adjust the weight vector. This iterative process modifies the weights until the estimates from the calibrated sample
align optimally with the true population values. To ensure consistency and reliability, we repeated this adjustment
for different samples (100 samples in total) for each dataset. Through this rigorous approach, we could precisely
evaluate the influence of survey weights on the learning model, leading to relevant and significant findings regarding
the importance of this differentiated weighting approach.

5. Results

To evaluate the logistic regression models’ performance with and without weighting, we devised a new algorithm
configuration that incorporates survey weights. After training both models, we evaluated their performance on
the test data and compared the results. In the first scenario, where we implemented weighting, we calculated
the performance indicators while considering the survey weights during the estimation process. The predicted
results were calculated using probabilities generated by a model configured with weighting, effectively capturing
the model’s performance with a primary focus on the weights. This approach allows us to achieve results that
have broader applicability. In contrast, in the second scenario, representing the unweighted approach, the observed
results were derived from unweighted data, disregarding the individual weights. The predicted results also relied
on probabilities generated by a model configured without weighting, reflecting the performance of a more basic
model that is primarily aware of the sample itself. This scenario highlights an improper use of the data as it fails
to account for variations in the distribution of variables between the study sample and the target populations. We
visually represented the performance indicators for both scenarios in Figure 1:

In our classification problems, we place special emphasis on accurately predicting individuals belonging to the
positive class. To evaluate our model’s effectiveness, we focus on two crucial performance indicators:
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(a) Census Income dataset (b) Diabetes dataset

(c) Default of Credit Card (d) Mushroom

(e) Spambase

Figure 1. Comparison of performance metrics of the logistic regression model with and without weighting
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• Recall: This metric measures the model’s capability to correctly identify true positives in relation to the total
number of actual positive instances in the dataset.

• F1-score: This metric combines sensitivity and precision into a single score that considers the trade-off
between detecting true positives and minimizing false positives.

Table 2. Evaluation of Differences in Performance Indicators between Weighted and Unweighted Models across 100
generated Samples

Recall (%) F1 score(%)

DS1 M12 M23 Er14 P15 M32 M43 Er24 P25

CI 75.14 86.55 +11.41 2.38e-34 76.10 78.10 +2.00 4.89e-24
DHI 56.94 84.60 +27.7 1.18e-34 62.62 71.19 +8.75 1.20e-34
DCC 50.40 43.90 -6.5 4.9e-13 59.65 54.27 -5.38 1.86e-15
SPAM 87.03 77.87 -9.16 4.7e-27 90.56 85.91 -4.65 1.3e-22
Mushroom 69.76 72.16 +2.4 1.65e-3 74.25 75.87 +1.62 6.75e-4

1 Datasets(CI:Census Income, DHI: Diabetes Health Indicaors,DCC: Default of Credit Card clients).
2 M1 and M3 refer to the mean values of the Recall score and the F1 score , respectively, according to the

unweighted model.
3 M2 and M4 refer to the mean values of the F1 score and Recall score, respectively, according to the weighted

model.
4 Er1 and Er2 denote the difference between the mean values of the Recall score and F1 score, respectively, for

the weighted model compared to the unweighted model.
5 P1 and P2 represent the p-values from Mann-Whitney test comparing mean values of Recall and F1 scores,

respectively, between the weighted and unweighted models.

As previously stated, the model training was conducted both with and without weighting across the 100 generated
samples. Employing the non-parametric Mann-Whitney test, we established the presence of significant differences
(p-values below the threshold of 0.05, as indicated in Table 2) between the means of the calculated indicators
across various scenarios.These results robustly support our hypothesis that the introduction of sampling weights
significantly influences the estimated parameters and, consequently, the performance indicators. This reveals how
weighting effectively enhances model recall and the F1-score, thereby improving the model’s ability to accurately
identify true positives. These outcomes support our hypothesis that the introduction of sampling weights influences
the estimated parameters and, consequently, the performance indicators.
To thoroughly ascertain statistically significant differences between the results of the two scenarios, we adopt
the previously mentioned bootstrap method, following a systematic process. This begins with generating a
sample through an optimal stratified sample design. Subsequently, employing the bootstrap technique with a
resampling size of 50 creates multiple sub-samples from the original dataset. For each sub-sample, the weighted
logistic regression model is applied to represent both scenarios and subsequent calculation of average estimated
parameters is carried out. The comparison between the weighted and non-weighted models is accomplished through
the non-parametric Mann-Whitney test, enabling the determination of any statistically significant differences.
Consequently, informed decisions regarding the relevance of including survey weights within the study context
can be made. For each dataset, we randomly select one of the generated samples to assess the difference between
the weighted and non-weighted model using the bootstrap technique. The Mann-Whitney test reveals the rejection
of the null hypothesis of equal means between the weighted and non-weighted models coefficients (see Appendix
A). This highlights the importance of prioritizing the weighted model, which offers more accurate estimates of
unknown parameters, thereby making it a suitable and reliable choice for representing the target population.
These results underscore the significance of incorporating survey weights and emphasize their potential impact
on improving the model’s generalizability for real-world applications.
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6. Discussion and conclusion

The meticulous pursuit of sample representativeness and the consideration of selection bias are imperative
in ensuring the reliability of statistical learning models. Motivated by the challenge of achieving true
representativeness in the era of Big Data, our study introduces a pivotal strategy: the adoption of sample weights.
This strategy refines the accuracy of analyses, effectively bridging the gap between the sample and the true
population. By incorporating this approach, we enhance the robustness and reliability of the results obtained,
providing a powerful adjustment mechanism through initial weight assignment and subsequent calibration
leveraging a priori knowledge. Incorporating sample weights into statistical learning is more than a procedural
formality; it is a methodological necessity that allows analysts to capture the nuanced characteristics of individuals
and achieve a more faithful representation of target populations. This strategic approach is crucial for mitigating
biases associated with non-representative extensive datasets, ultimately bolstering the credibility of results derived
from these techniques.

Our findings emphasize significant differences in logistic regression results, covering both model parameters
and performance indicators, observed between the weighted and unweighted models. These differences highlight
the crucial role of integrating sample weights and prior knowledge into prediction algorithms, ensuring the
robust generalization of their results. While using a differential weighting system for individuals offers practical
advantages, it necessitates careful consideration due to the uncontrolled variance introduced by weighted
estimators, which could impact result precision. Practitioners must therefore make informed decisions based on
how well model outcomes align under both weighted and unweighted scenarios. Additionally, selecting appropriate
calibration variables for weighting is fraught with challenges, as they must be relevant to the target variables.
These limitations render weighted models particularly sensitive to changes in data representation and quality,
underscoring the need for cautious application in real-world scenarios.

In summary, the decision to use weighted or unweighted models hinges on the similarity of results obtained
in both scenarios. If outcomes align closely, opting for the simplicity of an unweighted model is preferable to
simplify the analysis and enable exact inference through tests. However, when notable differences arise, it is
strongly advisable to use sample weights to achieve unbiased or lower-bias estimators. As we consider the future
directions for this research, the potential extensions of our weighted approach to other machine learning algorithms
appear particularly promising. While this study focused primarily on logistic regression, future work could explore
the implementation of similar weighting techniques in algorithms such as decision trees, support vector machines,
and neural networks. Each of these models may benefit differently from the introduction of weights, particularly
in their ability to handle various data imbalances and biases. Furthermore, investigating the applicability of our
approach across different domains such as healthcare, finance, and social media analytics and with varying data
characteristics could provide deeper insights into its versatility and effectiveness. Such explorations would not only
validate the robustness of our methodology but also enhance its relevance for practical applications in fields where
data representativeness is critical.
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Appendix A Mann-Whitney test results

Table 3. Mann-Whitney test results for Census Income dataset

Model Coefficient P-Value Test Decision
β0 0.00 Rejecting null hypothesis of equal means
β1 0.00 Rejecting null hypothesis of equal means
β2 0.00 Rejecting null hypothesis of equal means
β3 0.00 Rejecting null hypothesis of equal means
β4 0.00 Rejecting null hypothesis of equal means
β5 0.00 Rejecting null hypothesis of equal means
β6 0.00 Rejecting null hypothesis of equal means
β7 0.00 Rejecting null hypothesis of equal means
β8 0.00 Rejecting null hypothesis of equal means
β9 0.00 Rejecting null hypothesis of equal means
β10 0.00 Rejecting null hypothesis of equal means
β11 0.00 Rejecting null hypothesis of equal means
β12 0.00 Rejecting null hypothesis of equal means
β13 0.00 Rejecting null hypothesis of equal means
β14 0.00 Rejecting null hypothesis of equal means
β15 0.00 Rejecting null hypothesis of equal means
β16 0.00 Rejecting null hypothesis of equal means
β17 0.00 Rejecting null hypothesis of equal means
β18 0.00 Rejecting null hypothesis of equal means
β19 0.00 Rejecting null hypothesis of equal means
β20 0.00 Rejecting null hypothesis of equal means
β21 0.00 Rejecting null hypothesis of equal means
β22 0.00 Rejecting null hypothesis of equal means
β23 0.00 Rejecting null hypothesis of equal means
β24 0.00 Rejecting null hypothesis of equal means
β25 0.00 Rejecting null hypothesis of equal means
β26 0.00 Rejecting null hypothesis of equal means
β27 0.00 Rejecting null hypothesis of equal means

Table 4. Mann-Whitney test results for CDC Diabetes Health Indicators dataset

Model Coefficient P-Value Test Decision
β0 0.00 Rejecting null hypothesis of equal means
β1 0.00 Rejecting null hypothesis of equal means
β2 0.00 Rejecting null hypothesis of equal means
β3 0.00 Rejecting null hypothesis of equal means
β4 0.00 Rejecting null hypothesis of equal means
β5 0.00 Rejecting null hypothesis of equal means
β6 0.00 Rejecting null hypothesis of equal means
β7 0.00 Rejecting null hypothesis of equal means
β8 0.00 Rejecting null hypothesis of equal means
β9 0.00 Rejecting null hypothesis of equal means
β10 0.00 Rejecting null hypothesis of equal means
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Table 5. Mann-Whitney test results for Default of Credit Card dataset

Model Coefficient P-Value Test Decision
β0 0.00 Rejecting null hypothesis of equal means
β1 0.00 Rejecting null hypothesis of equal means
β2 0.00 Rejecting null hypothesis of equal means
β3 0.00 Rejecting null hypothesis of equal means
β4 0.00 Rejecting null hypothesis of equal means
β5 0.00 Rejecting null hypothesis of equal means
β6 0.00 Rejecting null hypothesis of equal means
β7 0.00 Rejecting null hypothesis of equal means
β8 0.00 Rejecting null hypothesis of equal means
β9 0.00 Rejecting null hypothesis of equal means
β10 0.00 Rejecting null hypothesis of equal means
β11 0.00 Rejecting null hypothesis of equal means
β12 0.00 Rejecting null hypothesis of equal means
β13 0.00 Rejecting null hypothesis of equal means
β14 0.00 Rejecting null hypothesis of equal means
β15 0.00 Rejecting null hypothesis of equal means
β16 0.00 Rejecting null hypothesis of equal means
β17 0.04 Rejecting null hypothesis of equal means
β18 0.00 Rejecting null hypothesis of equal means
β19 0.00 Rejecting null hypothesis of equal means
β20 0.00 Rejecting null hypothesis of equal means
β21 0.00 Rejecting null hypothesis of equal means
β22 0.00 Rejecting null hypothesis of equal means
β23 0.00 Rejecting null hypothesis of equal means
β24 0.00 Rejecting null hypothesis of equal means

Table 6. Mann-Whitney test results for Mushroom dataset

Model Coefficient P-Value Test Decision
β0 0.00 Rejecting null hypothesis of equal means
β1 0.00 Rejecting null hypothesis of equal means
β2 0.00 Rejecting null hypothesis of equal means
β3 0.00 Rejecting null hypothesis of equal means
β4 0.00 Rejecting null hypothesis of equal means
β5 0.00 Rejecting null hypothesis of equal means
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Table 7. Mann-Whitney test results for Spambase dataset

Model Coefficient P-Value Test Decision
β0 0.00 Rejecting null hypothesis of equal means
β1 0.00 Rejecting null hypothesis of equal means
β2 0.00 Rejecting null hypothesis of equal means
β3 0.00 Rejecting null hypothesis of equal means
β4 0.00 Rejecting null hypothesis of equal means
β5 0.00 Rejecting null hypothesis of equal means
β6 0.00 Rejecting null hypothesis of equal means
β7 0.00 Rejecting null hypothesis of equal means
β8 0.00 Rejecting null hypothesis of equal means
β9 0.00 Rejecting null hypothesis of equal means
β10 0.00 Rejecting null hypothesis of equal means
β11 0.00 Rejecting null hypothesis of equal means
β12 0.00 Rejecting null hypothesis of equal means
β13 0.00 Rejecting null hypothesis of equal means
β14 0.00 Rejecting null hypothesis of equal means
β15 0.00 Rejecting null hypothesis of equal means
β16 0.00 Rejecting null hypothesis of equal means
β17 0.00 Rejecting null hypothesis of equal means
β18 0.00 Rejecting null hypothesis of equal means
β19 0.00 Rejecting null hypothesis of equal means
β20 0.00 Rejecting null hypothesis of equal means
β21 0.00 Rejecting null hypothesis of equal means
β22 0.00 Rejecting null hypothesis of equal means
β23 0.00 Rejecting null hypothesis of equal means
β24 0.00 Rejecting null hypothesis of equal means
β25 0.00 Rejecting null hypothesis of equal means
β26 0.00 Rejecting null hypothesis of equal means
β27 0.00 Rejecting null hypothesis of equal means
β28 0.00 Rejecting null hypothesis of equal means
β29 0.00 Rejecting null hypothesis of equal means
β30 0.00 Rejecting null hypothesis of equal means
β31 0.00 Rejecting null hypothesis of equal means
β32 0.00 Rejecting null hypothesis of equal means
β33 0.00 Rejecting null hypothesis of equal means
β34 0.00 Rejecting null hypothesis of equal means
β35 0.00 Rejecting null hypothesis of equal means
β36 0.00 Rejecting null hypothesis of equal means
β37 0.00 Rejecting null hypothesis of equal means
β38 0.00 Rejecting null hypothesis of equal means
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