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Abstract In this paper, we consider the problem of the mean-square optimal linear estimation of functionals which
depend on the unknown values of a stationary stochastic sequence from observations with noise. In the case of spectral
certainty in which the spectral densities of the sequences are exactly known, we propose formulas for calculating the spectral
characteristic and value of the mean-square error of the estimate by using the Fourier coefficients of some functions from
the spectral densities. When the spectral densities are not exactly known but a class of admissible spectral densities is given,
the minimax-robust method of estimation is applied. Formulas for determining the least favourable spectral densities and the
minimax-robust spectral characteristics of the optimal estimates of the functionals are proposed for some specific classes of
admissible spectral densities.
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1. Introduction

A great number of scientific papers are dedicated to investigation of properties of stationary stochastic processes.
Extensive expositions of the theory of stationary stochastic processes can be found, for example, in the books by
Gikhman and Skorokhod [9], Hannan [12], Rozanov [35], Yaglom [38, 39]. The developed theory of stationary
processes has a lot of theoretical and practical applications in engineering, econometrics, finance etc. See, for
example, the book by Box, Jenkins and Reinsel [3]. An important problem of the theory is the problem of estimation
(extrapolation, interpolation and filtering) of the unobserved values of a stationary process based on observations of
the process or on observations of another process which is stationary related with the process under investigation.
Constructive methods of extrapolation, interpolation and filtering of stationary processes were developed by
Kolmogorov [17], Wiener [37], Yaglom [38, 39]. For some recent results see papers by Bondon [1],[2], Kasahara,
Pourahmadi and Inoue [14], [32], Frank and Klotz [6], Klotz and Mädler [16], Lindquist [18].

The crucial assumption of most of the methods developed for estimation of the unobserved values of stochastic
processes is that the spectral densities of the involved stochastic processes are exactly known. However, in practice
complete information on the spectral densities is impossible in most cases. In this situation one finds parametric or
nonparametric estimate of the unknown spectral density and then apply one of the traditional estimation methods
provided that the estimated density is the true one. This procedure can result in significant increasing of the value
of error as Vastola and Poor [36] have demonstrated with the help of some examples. To avoid this effect one can
search estimates which are optimal for all densities from a certain class of admissible spectral densities. These

∗Correspondence to: Mikhail Moklyachuk (Email: Moklyachuk@gmail.com). Department of Probability Theory, Statistics and Actuarial
Mathematics, Taras Shevchenko National University of Kyiv, Volodymyrska 64 Str., Kyiv 01601, Ukraine.

ISSN 2310-5070 (online) ISSN 2311-004X (print)
Copyright c⃝ 2016 International Academic Press



M. LUZ AND M. MOKLYACHUK 69

estimates are called minimax since they minimize the maximum value of the error. Grenander [11] was the first
one who applied this method to the extrapolation problem for stationary processes. Franke [7], Franke and Poor
[8] investigated the minimax interpolation and extrapolation problem for stationary sequences by using convex
optimization techniques. For more details see a survey paper by Kassam and Poor [15].

In the papers by Moklyachuk [23] - [28], Moklyachuk and Sidei [31] extrapolation, interpolation and filtering
problems for stationary stochastic processes and sequences are investigated. The corresponding problems for
vector-valued stationary sequences and processes are investigated by Moklyachuk and Masyutka [29], [30]. In
the article by Dubovets’ka and Moklyachuk [4], [5] and in the book by Golichenko and Moklyachuk [10] the
minimax estimation problems are investigated for another generalization of stationary processes – periodically
correlated stochastic sequences and stochastic processes.

Particularly, in the paper [23] the minimax-robust filtering problem for stationary stochastic sequences from
observations with noise is considered. The problem is solved under the condition that the spectral densities f(λ)
and f(λ) + g(λ) admit the canonical factorizations. An estimate is found as a solution to the minimization problem
by using convex optimization methods. Formulas are proposed that determine the least favorable spectral densities
and the minimax-robust spectral characteristics of the optimal estimates for some special classes of admissible
spectral densities.

In this paper we deal with the problem of the mean-square optimal linear estimation of the functionals
Aξ =

∑∞
k=0 a(k)ξ(−k) and ANξ =

∑N
k=0 a(k)ξ(−k) which depend on the unknown values of a stationary

stochastic sequence ξ(k) with the spectral density f(λ) from observations of the sequence ξ(k) + η(k) at time
k = 0,−1,−2, . . ., where η(k) is an uncorrelated with the sequence ξ(k) stationary stochastic sequence with the
spectral density g(λ). In contrast to the paper [23], in this paper we propose solution of the problem using the
method of projection in the Hilbert space of random variables with finite second moments proposed by Kolmogorov
[17]. The derived spectral characteristics are determined with the help of operators in the space ℓ2 constructed from
the Fourier coefficients of the functions 1

f(λ)+g(λ) , f(λ)
f(λ)+g(λ) and f(λ)g(λ)

f(λ)+g(λ) . In the case of spectral uncertainty,
where the spectral densities are not exactly known while a set of admissible spectral densities is specified, formulas
for determination the least favorable spectral densities and the minimax-robust spectral characteristics of the
optimal estimates of the functionals Aξ and ANξ are proposed for some specific classes of admissible spectral
densities. Such approach to filtering problems for stochastic sequence with stationary nth increments was applied
in the papers by Luz and Moklyachuk [20], [21]. The method of projection in the Hilbert space is also applied to
extrapolation and interpolation problems for stochastic sequences with stationary nth increments in papers by Luz
and Moklyachuk [19], [22].

2. Classical filtering problem

Consider a stationary stochastic sequence {ξ(m) : m ∈ Z} with an absolutely continuous spectral function F (λ)
which has the spectral density function f(λ). Let {η(m) : m ∈ Z} be a stationary stochastic sequence which is
uncorrelated with {ξ(m) : m ∈ Z} and has an absolutely continuous spectral function G(λ) with the spectral
density function g(λ). The stationary stochastic sequences {ξ(m) : m ∈ Z} and {η(m) : m ∈ Z} admit the
following spectral representations [9]:

ξ(m) =

∫ π

−π

eimλdZξ(λ), η(m) =

∫ π

−π

eimλdZη(λ),

where Zξ(λ) and Zη(λ) are two random processes with uncorrelated increments defined on [−π, π) that correspond
to the spectral functions F (λ) and G(λ).

We will suppose that the spectral density functions f(λ) and g(λ) satisfy the minimality condition∫ π

−π

1

f(λ) + g(λ)
dλ <∞. (1)
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Suppose that we have observations of the sequence ξ(m) + η(m) at time m = 0,−1,−2, . . .. The problem is to
find the mean-square optimal linear estimates of the functionals

Aξ =

∞∑
k=0

a(k)ξ(−k) =
∫ π

−π

A(eiλ)dZξ(λ), A(eiλ) =

∞∑
k=0

a(k)e−iλk,

ANξ =

N∑
k=0

a(k)ξ(−k) =
∫ π

−π

AN (eiλ)dZξ(λ), AN (eiλ) =

N∑
k=0

a(k)e−iλk,

which depend on the unknown values of the sequence ξ(k), k ≤ 0.
Define by Âξ and ÂNξ the mean-square optimal linear estimates of the values of the functionals Aξ and ANξ

based on observations of the sequence ξ(m) + η(m) at time m = 0,−1,−2, . . .. The mean-square errors of the
estimates Âξ and ÂNξ are determined as ∆(f, g, Âξ) := E|Aξ − Âξ|2 and ∆(f, g, ÂNξ) := E|ANξ − ÂNξ|2.

To find the mean-square optimal estimate of the functional Aξ we use the method of projection in Hilbert space
proposed by Kolmogorov [17].

Suppose that the coefficients {a(k) : k ≥ 0} defining the functional Aξ satisfy the following conditions:

∞∑
k=0

|a(k)| <∞,

∞∑
k=0

(k + 1)|a(k)|2 <∞. (2)

The first condition ensures that the functional Aξ has a finite second moment. The second condition ensures that a
linear operator A in the space ℓ2 to be defined below is compact.

Denote by H0(ξ + η) the closed linear subspace generated by elements {ξ(m) + η(m) : m = 0,−1,−2, . . .} in
the space H = L2(Ω,F ,P) of random variables with 0 mathematical expectations, Eγ = 0, and finite variations,
E|γ|2 <∞. Denote by L0

2(f + g) a subspace in the space L2(f + g), which is generated by functions {eimλ : m =
0,−1,−2, . . .}.

The estimate Âξ of the functional Aξ has the representation

Âξ =

∫ π

−π

h(λ)(dZξ(λ) + dZη(λ)), (3)

where h(λ) is the spectral characteristic of the estimate Âξ. The optimal estimate Âξ is a projection of the element
Aξ of the space H on the subspace H0(ξ + η). It is determined by the following conditions:

1) Âξ ∈ H0(ξ + η);
2) (Aξ − Âξ) ⊥ H0(ξ + η).
Condition 2) implies that the spectral characteristic h(λ) of the optimal estimate Âξ satisfies the following

equalities for all k ≤ 0

E(Aξ − Âξ)(ξ(k) + η(k)) =
1

2π

∫ π

−π

(
A(eiλ)− h(λ)

)
e−iλkf(λ)dλ− 1

2π

∫ π

−π

h(λ)e−iλkg(λ)dλ = 0,

which leads to the condition∫ π

−π

(
A(eiλ)f(λ)− h(λ)(f(λ) + g(λ))

)
e−iλkdλ = 0, ∀k ≤ 0.

It follows from the last equality that the spectral characteristic of the estimate Âξ satisfies the equality

A(eiλ)f(λ)− h(λ)(f(λ) + g(λ)) = C(eiλ), (4)

C(eiλ) =

∞∑
k=0

c(k)eiλ(k+1),
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where {c(k) : k ≥ 0} are coefficients we have to find. Equality (4) implies that the spectral characteristic of the
estimate Âξ can be presented in the following form

h(λ) = A(eiλ)
f(λ)

f(λ) + g(λ)
− C(eiλ)

f(λ) + g(λ)
.

Let us find the coefficients {c(k) : k ≥ 0}. Condition 1) implies that the Fourier coefficients of the function h(λ)
equal to zero if l > 0. Therefore the following relations hold true:∫ π

−π

(
A(eiλ)

f(λ)

f(λ) + g(λ)
− C(eiλ)

f(λ) + g(λ)

)
e−iλldλ = 0, l ≥ 1.

We can write these relations in the form
∞∑

m=0

a(m)

∫ π

−π

e−iλ(m+l)f(λ)

f(λ) + g(λ)
dλ−

∞∑
k=0

c(k)

∫ π

−π

eiλ(k−l+1)

f(λ) + g(λ)
dλ = 0, l ≥ 1. (5)

Let us introduce the Fourier coefficients of the functions

Rk,j =
1

2π

∫ π

−π

e−iλ(j+k) f(λ)

f(λ) + g(λ)
dλ;

Pk,j =
1

2π

∫ π

−π

eiλ(j−k) 1

f(λ) + g(λ)
dλ;

Qk,j =
1

2π

∫ π

−π

eiλ(j−k) f(λ)g(λ)

f(λ) + g(λ)
dλ.

Using the introduced notations we can verify that equality (5) is equivalent to the following system of equations:

∞∑
m=0

Rl+1,ma(m) =

∞∑
k=0

Pl+1,k+1c(k), l ≥ 0,

which admits the matrix representation
Ra = Pc,

where c = (c(0), c(1), c(2), . . .)′, a = (a(0), a(1), a(2), . . .)′, P, R are linear operators in the space ℓ2 defined
by matrices with coefficients (P)l,k = Pl,k, l, k ≥ 0, (R)l,m = Rl+1,m, l ≥ 0, m ≥ 0. Thus, the coefficients c(k),
k ≥ 0, can be calculated by the formula

c(k) = (P−1Ra)k,

where (P−1Ra)k is the kth element of the vector P−1Ra.
The derived expressions allow us to conclude that the spectral characteristic h(λ) of the optimal estimate Âξ can

be calculated by the formula

h(λ) = A(eiλ)
f(λ)

f(λ) + g(λ)
−
∑∞

k=0(P
−1Ra)ke

iλ(k+1)

f(λ) + g(λ)
. (6)

The value of the mean-square error of the estimate Âξ of the functional Aξ can be calculated by the formula

∆(f, g; Âξ) =
1

2π

∫ π

−π

∣∣A(eiλ)g(λ) +∑∞
k=0(P

−1Ra)ke
iλ(k+1)

∣∣2
(f(λ) + g(λ))2

f(λ)dλ

+
1

2π

∫ π

−π

∣∣A(eiλ)f(λ)−∑∞
k=0(P

−1Ra)ke
iλ(k+1)

∣∣2
(f(λ) + g(λ))2

g(λ)dλ
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= ⟨Ra,P−1Ra⟩+ ⟨Qa,a⟩, (7)

where Q is a linear operator in the space ℓ2 defined by the matrix Q with coefficients (Q)l,k = Ql,k, l, k ≥ 0.
We should note that it might be difficult to find the inverse operator P−1 if the operator P is defined using the

Fourier coefficients of the function
1

f(λ) + g(λ)
. However, the operator P−1 can be easily found if the sequence

ξ(m) + η(m) admits the canonical moving average representation. In this case the function f(λ) + g(λ) admits the
canonical factorization [12]

1

f(λ) + g(λ)
=

∣∣∣∣∣
∞∑
k=0

ψ(k)e−iλk

∣∣∣∣∣
2

=

∣∣∣∣∣
∞∑
k=0

θ(k)e−iλk

∣∣∣∣∣
−2

. (8)

Lemma 1
Suppose that canonical factorization (8) holds true. Let the linear operators Ψ and Θ in the space ℓ2 be defined
by the matrices with elements (Ψ)k,j = ψ(k − j), (Θ)k,j = θ(k − j) for 0 ≤ j ≤ k, (Ψ)k,j = 0, (Θ)k,j = 0 for
0 ≤ k < j. Then the linear operator P in the space ℓ2 admits the factorization P = Ψ′Ψ and the inverse operator
P−1 admits the factorization P−1 = ΘΘ′.

Proof. Factorization (8) implies

1

f(λ) + g(λ)
=

∞∑
m=−∞

p(m)eiλm =

∣∣∣∣∣
∞∑
k=0

ψ(k)e−iλk

∣∣∣∣∣
2

=

−1∑
m=−∞

∞∑
k=−m

ψ(k)ψ(k +m)eiλm +

∞∑
m=0

∞∑
k=0

ψ(k)ψ(k +m)eiλm.

Thus, p(m) =
∑∞

k=0 ψ(k)ψ(k +m), m ≥ 0, and p(−m) = p(m), m ≥ 0. In the case i ≥ j we have

Pi,j = p(i− j) =

∞∑
l=i

ψ(l − i)ψ(l − j) = (Ψ′Ψ)i,j ,

And in the case i < j we have

Pi,j = p(i− j) = p(j − i) =

∞∑
l=j

ψ(l − j)ψ(l − i) = (Ψ
′
Ψ)j,i = (Ψ′Ψ)i,j ,

which proves the factorization P = Ψ′Ψ.
Factorization (P)−1 = ΘΘ′ comes from the relation ΨΘ = ΘΨ = I which has to be proved. If follows from

factorization (8) that

1 =

( ∞∑
k=0

ψ(k)e−iλk

)( ∞∑
k=0

θ(k)e−iλk

)
=

∞∑
j=0

(
j∑

k=0

ψ(k)θ(j − k)

)
e−iλj , (9)

which leads to the following equalities finishing the proof of the lemma:

δi,j =

i−j∑
k=0

ψ(k)θ(i− j − k) =

i∑
p=j

θ(i− p)ψ(p− j) = (ΘΨ)i,j = (ΨΘ)i,j . 2

Summing up the relations described above, we can formulate the following theorem.

Stat., Optim. Inf. Comput. Vol. 4, March 2016



M. LUZ AND M. MOKLYACHUK 73

Theorem 1
Let the spectral densities f(λ) and g(λ) of the uncorrelated stationary stochastic sequences {ξ(m),m ∈ Z} and
{η(m),m ∈ Z} satisfy minimality condition (1). Let conditions (2) hold true. The optimal linear estimate Âξ of
the functional Aξ =

∑∞
k=0 a(k)ξ(−k) which depends on the unknown values of the stationary sequence ξ(k),

k ≤ 0, based on observations of the sequence ξ(m) + η(m) at time m = 0,−1,−2, . . . is calculated by the formula
(3). The spectral characteristic h(λ) and the value of the mean-square error ∆(f, g; Âξ) of the optimal estimate
Âξ are calculated by formulas (6) and (7) respectively. In the case where the spectral density f(λ) + g(λ) of the
sequence ξ(m) + η(m) admits canonical factorization (8), the operator P−1 in formulas (6), (7) can be presented
as (P)−1 = ΘΘ′.

To derive the estimate of the functional

ANξ =

N∑
k=0

a(k)ξ(−k)

which depends on the unknown values of the stationary stochastic sequence ξ(k) at time k = 0,−1,−2, . . . ,−N we
can use theorem 1. Let us consider the vector aN = (a(0), a(1), . . . , a(N), 0, . . .)′ to find the spectral characteristic
hN (λ) and the mean-square error ∆(f, g; ÂNξ) of the estimate

ÂNξ =

∫ π

−π

hN (λ)(dZξ(λ) + dZη(λ)) (10)

of the functional ANξ. In this case the estimate ÂNξ does not depend on the elements (R)l,m of the operator R
for m > N . Define a linear operator RN in the space ℓ2 by the matrix with elements (RN )l,m = Rl+1,m for l ≥ 0,
0 ≤ m ≤ N , (RN )l,m = 0 for l ≥ 0, m > N . Then the spectral characteristic of the optimal estimate is calculated
by the formula

hN (λ) = AN (eiλ)
f(λ)

f(λ) + g(λ)
−
∑∞

k=0(P
−1RNaN )ke

iλ(k+1)

f(λ) + g(λ)
, (11)

where AN (eiλ) =
∑N

k=0 a(k)e
−iλk. The value of the mean-square error of the optimal estimate ÂNξ is calculated

by the formula

∆(f, g; ÂNξ) =
1

2π

∫ π

−π

∣∣AN (eiλ)g(λ) +
∑∞

k=0(P
−1RNaN )ke

iλ(k+1)
∣∣2

(f(λ) + g(λ))2
f(λ)dλ

+
1

2π

∫ π

−π

∣∣AN (eiλ)f(λ)−
∑∞

k=0(P
−1RNaN )ke

iλ(k+1)
∣∣2

(f(λ) + g(λ))2
g(λ)dλ

= ⟨RNaN ,P
−1RNaN ⟩+ ⟨QNaN ,aN ⟩, (12)

where QN is a linear operator in the space ℓ2 which is defined by the matrix with elements (QN )l,k = Ql,k if
0 ≤ l, k ≤ N , and (QN )l,k = 0 if l, k > N .

The following theorem holds true.

Theorem 2
Let the spectral densities f(λ) and g(λ) of the uncorrelated stationary stochastic sequences {ξ(m),m ∈ Z} and
{η(m),m ∈ Z} satisfy minimality condition (1). The optimal linear estimate ÂNξ of the functional ANξ which
depends on the unknown values ξ(−k), 0 ≤ k ≤ N , based on observations of the sequence ξ(m) + η(m) at time
m = 0,−1,−2, . . . is calculated by formula (10). The spectral characteristic hN (λ) and the value of the mean-
square error ∆(f, g; ÂNξ) of the estimate ÂNξ are calculated by formulas (11) and (12). In the case where the
spectral density f(λ) + g(λ) of the sequence ξ(m) + η(m) admits canonical factorization (8), the operator P−1 in
formulas (11), (12) can be presented as (P)−1 = ΘΘ′.
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74 FILTERING PROBLEM FOR FUNCTIONALS OF STATIONARY SEQUENCES

Theorem 2 allows us to find an estimate of the unknown ξ(p) at point p, p ≤ 0, based on observations of the
sequence ξ(m) + η(m) at time m = 0,−1,−2, . . .. Consider the vector aN with 1 at the coordinate (−p) and 0 at
the rest of coordinates, and put it in (6). We get that the spectral characteristic φm(λ) of the optimal estimate

ξ̂(p) =

∫ π

−π

φp(λ)(dZξ(λ) + dZη(λ)) (13)

can be presented by the formula

φp(λ) = eiλp
f(λ)

f(λ) + g(λ)
−
∑∞

k=0(P
−1rp)ke

iλ(k+1)

f(λ) + g(λ)
, (14)

where rp = (R0,−p, R1,−p, . . .). The value of the mean-square error of the estimate ξ̂(p) can be calculated by the
formula

∆(f, g; ξ̂(p)) =
1

2π

∫ π

−π

∣∣eiλpg(λ) +∑∞
k=0(P

−1rp)ke
iλ(k+1)

∣∣2
(f(λ) + g(λ))2

f(λ)dλ

+
1

2π

∫ π

−π

∣∣eiλpf(λ)−∑∞
k=0(P

−1rp)ke
iλ(k+1)

∣∣2
(f(λ) + g(λ))2

g(λ)dλ

= ⟨rp,P−1rp⟩+Q−p,−p. (15)

Thus, the following corollary holds true.

Corollary 1
The optimal linear estimate ξ̂(p) of the unknown value ξ(p), p ≤ 0, based on observations of the sequence
ξ(m) + η(m) at timem = 0,−1,−2, . . . is defined by formula (13). The spectral characteristic φp(λ) of the optimal
estimate ξ̂(p) is calculated by formula (14). The value of the mean-square error ∆(f, g; ξ̂(p)) is calculated by
formula (15). In the case where the spectral density f(λ) + g(λ) of the sequence ξ(m) + η(m) admits canonical
factorization (8), the operator P−1 in formulas (6), (7) can be presented as (P)−1 = ΘΘ′.

Let us find the mean-square optimal estimate ξ̂(0) of the value ξ(0) of the stochastic sequence ξ(m) based on
observations of the sequence ξ(m) + η(m) at time m = 0,−1,−2, . . .. This problem is known as the smoothing of
stochastic sequence.

Denote by r(k) = Rk,0, k ∈ Z. Then {r(k) : k ∈ Z} are the Fourier coefficients of the function
f(λ)

f(λ) + g(λ)
.

They satisfy the property r(k) = r(−k), k ∈ Z, where r(k) is the complex conjugate to r(k). Denote by {Vk,j :
k, j ≥ 0} elements of the matrix which define the operator V = (P)−1. Then∑

l≥0

Vl,jPk,l = δkj , k, j ≥ 0, (16)

where δkj is the Kronecker delta. It follows from relations (14) and (16) that the spectral characteristic φ(λ) of the
estimate ξ̂(0) of the element ξ(0) is of the form

φ(λ) =

∞∑
k=0

(r(k)− (YVr0)k)e
−iλk,

where Y is a linear operator in the space ℓ2 defined by the matrix with elements (Y)k,l = Pk,−l, k ≥ 0, l ≥ 0.
(YVr0)k is the kth element of the vector YVr0. The optimal estimate of the element ξ(0) is calculated by the
formula

ξ̂(0) =

∞∑
k=0

(r(k)− (YVr0)k)(ξ(−k) + η(−k)). (17)
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The value of the mean-square error of the estimate is calculated by the formula

∆(f, g; ξ̂(0)) =

∞∑
j=0

∞∑
k=0

V k,jr(j)r(k) +
∑
l∈Z

r(l)g(−l), (18)

where {g(k) : k ∈ Z} are the Fourier coefficients of the spectral density g(λ).

Corollary 2
The optimal linear estimate ξ̂(0) of the value ξ(0) of the stationary stochastic sequence ξ(m) based on observations
of the sequence ξ(m) + η(m) at time m = 0,−1,−2, . . . is calculated by formula (17). The value of the mean-
square error ∆(f, g; ξ̂(0)) of the estimate ξ̂(0) is calculated by formula (18).

Formulas (6) and (7) for calculating the spectral characteristic and the value of the mean-square error of the
estimate Âξ of the functional Aξ have been found by the method of orthogonal projection in Hilbert space. Let
us show that these formulas are equivalent to the formulas obtained in the paper [23]. Suppose that canonical
factorization (8) holds true as well as the canonical factorization

f(λ) =

∞∑
k=−∞

f(k)eiλk =

∣∣∣∣∣
∞∑
k=0

ϕ(k)e−iλk

∣∣∣∣∣
2

. (19)

Let G be a linear operator in the space ℓ2 determined by the matrix with elements (G)l,k = f(l − k), l, k ≥ 0.

Lemma 2
Suppose the functions (f(λ) + g(λ))−1 and f(λ) admit canonical factorizations (8) and (19) respectively. Let
the linear operators Ψ and Φ in the space ℓ2 be determined by matrices with elements (Ψ)k,j = ψ(k − j) and
(Φ)k,j = ϕ(k − j) for 0 ≤ j ≤ k, (Ψ)k,j = 0 for (Φ)k,j = 0 if 0 ≤ k < j. Then

a) the function
f(λ)

f(λ) + g(λ)
admits the canonical factorization

f(λ)

f(λ) + g(λ)
=

∞∑
k=−∞

s(k)eiλk =

∣∣∣∣∣
∞∑
k=0

υ(k)e−iλk

∣∣∣∣∣
2

, (20)

where

υ(k) =

k∑
j=0

ψ(j)ϕ(k − j) =

k∑
j=0

ϕ(j)ψ(k − j);

b) the linear operator Υ in the space ℓ2 defined by the matrix with elements (Υ)k,j = υ(k − j) for 0 ≤ j ≤ k,
(Υ)k,j = 0 for 0 ≤ k < j can be presented as Υ = ΨΦ = ΦΨ.

Proof. Statement a) follows from the equalities( ∞∑
k=0

ψ(k)e−iλk

)( ∞∑
k=0

ϕ(k)e−iλk

)
=

∞∑
j=0

∞∑
k=j

ψ(j)ϕ(k − j)e−iλk =

∞∑
k=0

(
k∑

j=0

ψ(j)ϕ(k − j)

)
e−iλk.

Statement b) follows from the equalities holding true for i ≥ j:

υ(i− j) =

i−j∑
k=0

ψ(k)ϕ(i− j − k) =

i∑
p=j

ϕ(i− p)ψ(p− j) = (ΦΨ)i,j = (ΨΦ)i,j . 2

Lemma 3
Suppose that canonical factorizations (8), (19) hold true and let the linear operators Φ and Υ be defined in the same
way as in lemma 2. Define the linear operator T in the space ℓ2 by the matrix with elements (T)l,k = s(l − k),
l, k ≥ 0, where the coefficients s(k), k ≥ 0, are defined in (20). Then operators T and G in the space ℓ2 admit the
factorizations T = Υ′Υ and G = Φ′Φ.
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Proof. The proof of the lemma is the same as the proof of factorization of the operator P in lemma 1. 2
Lemmas 1, 2 and 3 can be applied to modify formulas (6) and (7). Put e = Θ′Ra. Canonical factorization (8)

implies ∑∞
k=0(P

−1Ra)ke
iλ(k+1)

f(λ) + g(λ)
=

( ∞∑
k=0

ψ(k)e−iλk

) ∞∑
j=0

∞∑
k=0

ψ(j)(Θe)ke
iλ(k+j+1)

=

( ∞∑
k=0

ψ(k)e−iλk

) ∞∑
m=0

m∑
p=0

m∑
k=p

ψ(m− k)θ(k − p)e(p)eiλ(m+1) =

( ∞∑
k=0

ψ(k)e−iλk

) ∞∑
m=0

e(m)eiλ(m+1),

where e(m) = (Θ′Ra)m, m ≥ 0, is the mth element of the vector e = Θ′Ra. Since

(Θ′Ra)m =

∞∑
j=0

∞∑
p=m

θ(p−m)s(p+ j + 1)a(j) =

∞∑
j=0

∞∑
l=0

θ(l)s(m+ j + l + 1)a(j),

the following equality holds true:∑∞
k=0(P

−1Ra)ke
iλ(k+1)

f(λ) + g(λ)
=

( ∞∑
k=0

ψ(k)e−iλk

) ∞∑
m=1

∞∑
j=0

∞∑
l=0

θ(l)s(m+ j + l)a(j)eiλm. (21)

Factorization (20) and relation (9) let us make the following transformations:

A(eiλ)f(λ)

f(λ) + g(λ)
=

( ∞∑
k=0

ψ(k)e−iλk

)( ∞∑
k=0

θ(k)e−iλk

) ∞∑
j=0

∞∑
m=−∞

s(m+ j)a(j)eiλm

=

( ∞∑
k=0

ψ(k)e−iλk

) ∞∑
m=−∞

∞∑
j=0

∞∑
l=0

s(m+ j + l)θ(l)a(j)eiλm. (22)

Relations (21) and (22) allow us to write the following formula for calculating the spectral characteristic h(λ) of
the optimal estimate Âξ using coefficients from canonical factorizations (8), (19):

h(λ) =
A(eiλ)f(λ)

f(λ) + g(λ)
−
∑∞

k=0(P
−1Ra)ke

iλ(k+1)

f(λ) + g(λ)

=

( ∞∑
k=0

ψ(k)e−iλk

) ∞∑
m=0

∞∑
j=0

∞∑
l=0

s(j + l −m)θ(l)a(j)e−iλm

=

( ∞∑
k=0

ψ(k)e−iλk

) ∞∑
m=0

∞∑
j=0

∞∑
l=0

s(m− j − l)θ(l)a(j)e−iλm

=

( ∞∑
k=0

ψ(k)e−iλk

) ∞∑
m=0

(TΘa)me
−iλm =

( ∞∑
k=0

ψ(k)e−iλk

) ∞∑
m=0

(Cψ)me
−iλm. (23)

The element (Cψ)m, m ≥ 0, from the last relation is the mth element of the vector Cψ = Ψ
′
Ga, ψ =

(ψ(0), ψ(1), ψ(2), . . .)′, C is a linear operator defined by the matrix with elements (C)k,j = c(k + j), k, j ≥ 0,
c = Ga, G is a linear operator defined by the matrix with elements (G)k,j = f(k − j), k, j ≥ 0. Lemma 3 provides
the representation G = Φ′Φ of the operator G, where Φ is a linear operator defined by the matrix with elements
(Φ)k,j = ϕ(k − j), k, j ≥ 0.

The value of the mean-square error ∆(f, g; Âξ) of the estimate Âξ is calculated by the formula

∆(f, g; Âξ) =
1

2π

∫ π

−π

|A(eiλ)|2f(λ)dλ+
1

2π

∫ π

−π

|h(eiλ)|2(f(λ) + g(λ))dλ
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− 1

2π

∫ π

−π

h(eiλ)A(eiλ)f(λ)dλ− 1

2π

∫ π

−π

h(eiλ)A(eiλ)f(λ)dλ

= ⟨Ga,a⟩ − ⟨Cψ,Cψ⟩. (24)

In such a way we justify an approach to estimate of the functional Aξ which uses the method of orthogonal
projection in Hilbert space to prove the following result which was obtained in [23] by direct minimizing the value
of the mean-square error of an arbitrary estimate of the functional Aξ.

Theorem 3
Let the stationary stochastic sequences {ξ(m),m ∈ Z} and {η(m),m ∈ Z} have the spectral densities f(λ) and
g(λ) which satisfy minimality condition (1) and admit canonical factorizations (8), (19). Suppose also that
conditions (2) hold true. Then the spectral characteristic h(λ) of the mean-square optimal estimate Âξ can be
calculated by formula (23). The value of the mean-square error ∆(f, g; Âξ) can be calculated by formula (24).

Example 1
Consider two uncorrelated moving average sequences {ξ(m) : m ∈ Z} and {η(m) : m ∈ Z} with the spectral
densities

f(λ) = |1− ϕe−iλ|2 and g(λ) = |1− ψe−iλ|2

respectively, where |ϕ| < 1, |ψ| < 1. Consider the problem of finding the mean-square optimal linear estimate of the
functional A1ξ = aξ(0) + bξ(−1) which depends on the unknown values ξ(0), ξ(−1) based on observations of the
sequence ξ(m) + η(m) at timem = 0,−1,−2, . . .. The spectral density of the stochastic sequence {ξ(m) + η(m) :
m ∈ Z} is of the form

f(λ) + g(λ) = |1− ϕe−iλ|2 + |1− ψe−iλ|2 = x|1− ye−iλ|2,

where
x =

1

2

(
2 + ϕ2 + ψ2 ∓

√
(2 + ϕ2 + ψ2)2 − 4(ϕ+ ψ)2

)
=

1

2

(
2 + ϕ2 + ψ2 ∓

√
(ϕ2 + ψ2)2 + 4(1− ϕψ)

)
;

y =
1

2(ϕ+ ψ)

(
2 + ϕ2 + ψ2 ±

√
(ϕ2 + ψ2)2 + 4(1− ϕψ)

)
.

Minimality condition (1) holds true if |y| < 1. To determine the spectral characteristic of the optimal estimate of

the functional A1ξ we use formula (11). The operator P is defined by the coefficients (P)l,k =
yp

x(1− y2)
, where

p = |k − l|, l, k ≥ 0. The inverse operator V = P−1 is defined by the coefficients (V)0,0 = x, (V)l,l = x(1 + y2)
for l ≥ 1, (V)l,k = −xy for |l − k| = 1, l, k ≥ 0, and (V)l,k = 0 in other cases. The operator R1 is defined by the

coefficients (R1)l,0 =
yl(y − ϕ)(1− ϕy)

x(1− y2)
for l ≥ 0, (R1)l,1 =

yl+1(y − ϕ)(1− ϕy)

x(1− y2)
for l ≥ 0, and (R)l,k = 0 for

l ≥ 0, k ≥ 2. Let the spectral characteristic of the estimate Â1ξ be presented in the form h1(λ) =
∑∞

k=0 w(k)e
−iλk.

Then the optimal estimate of the functional A1ξ is

Â1ξ =

∞∑
k=0

w(k)(ξ(−k) + η(−k)),

where
w(0) = x−1(a(1− ϕy + ϕ2) + b(y − ϕ)(1− ϕy)),

w(1) = ax−1(y − ϕ)(1− ϕy) + bx−1(1− y2)−1(1− 2ϕy + ϕ2 − y3),

w(k) = x−1yk−2(y − ϕ)(1− ϕy)(by2 + ay + b), k ≥ 2.
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The value of the mean-square error is

∆(f, g; Â1ξ) = x−2(y − ϕ)2(1− ϕy)2(1− y2)−1

+x−1(a2 + b2)(1 + ϕ2ψ2 + (y − ϕ− ψ − yϕψ)(1− y2)−1)

+2abx−1(1− y2)−1((y − ϕ− ψ)(1− (ϕ+ ψ)y + ϕψ(1 + y2)) + yϕ2ψ2).

If we take a = 0, b = 1 then we will have

ξ̂(−1) =

∞∑
k=0

w−1(k)(ξ(−k) + η(−k)),

where
w−1(0) = x−1(y − ϕ)(1− ϕy), w−1(1) = x−1(1− y2)−1(1− 2ϕy + ϕ2 − y3),

w−1(k) = x−1yk−2(y − ϕ)(1− ϕy)(y2 + 1), k ≥ 2.

∆(f, g; ξ̂(−1)) = x−2(y − ϕ)2(1− ϕy)2(1− y2)−1 + x−1(1 + ϕ2ψ2 + (y − ϕ− ψ − yϕψ)(1− y2)−1).

Putting a = 1, b = 0 we obtain solution to the smoothing problem:

ξ̂(0) =

∞∑
k=0

w0(k)(ξ(−k) + η(−k)),

where
w0(0) = x−1(1− ϕy + ϕ2), w0(k) = x−1yk−1(y − ϕ)(1− ϕy), k ≥ 1.

∆(f, g; ξ̂(0)) = x−2(y − ϕ)2(1− ϕy)2(1− y2)−1 + x−1(1 + ϕ2ψ2 + (y − ϕ− ψ − yϕψ)(1− y2)−1).

3. Minimax-robust method of filtering

The value of the mean-square error ∆(h(f, g); f, g) := ∆(f, g; Âξ) and the spectral characteristic h(λ) of the
optimal linear estimate Âξ of the functional Aξ which depends on the unknown values of the sequence ξ(k) based
on observations of the sequence ξ(m) + η(m) are calculated by formulas (6) and (7) if the spectral densities f(λ)
and g(λ) of the stochastic sequences ξ(m) and η(m) are exactly known. In the case where a set D = Df ×Dg

of admissible spectral densities is given, it is reasonable to apply the minimax-robust method of filtering of the
functionals which consists in minimizing the value of the mean-square error for all spectral densities from the
given class D = Df ×Dg. For description of the proposed method we propose the following definitions [23].

Definition 1
For a given class of spectral densities D = Df ×Dg the spectral densities f0(λ) ∈ Df , g0(λ) ∈ Dg are called least
favorable in the class D for the optimal linear filtering of the functional Aξ if the following relation holds true

∆(f0, g0) = ∆(h(f0, g0); f0, g0) = max
(f,g)∈Df×Dg

∆(h(f, g); f, g).

Definition 2
For a given class of spectral densities D = Df ×Dg the spectral characteristic h0(λ) of the optimal linear estimate
of the functional Aξ is called minimax-robust if there are satisfied conditions

h0(λ) ∈ HD =
∩

(f,g)∈Df×Dg

L0
2(f + g),

min
h∈HD

max
(f,g)∈Df×Dg

∆(h; f, g) = max
(f,g)∈Df×Dg

∆(h0; f, g).
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From the introduced definitions and formulas derived in the previous section we can conclude that the following
statement holds true.

Lemma 4
Spectral densities f0 ∈ Df , g0 ∈ Dg satisfying condition (1) are the least favorable in the class D = Df ×Dg for
the optimal linear filtering of the functional Aξ if operators P0, R0, Q0 determined by the Fourier coefficients of

the functions
1

f0(λ) + g0(λ)
,

f0(λ)

f0(λ) + g0(λ)
and

f0(λ)g0(λ)

f0(λ) + g0(λ)
determine a solution to the constrain optimization

problem
max
f∈D

(⟨Ra,P−1Ra⟩+ ⟨Qa,a⟩) = ⟨R0a, (P0)−1R0a⟩+ ⟨Q0a,a⟩. (25)

The minimax-robust spectral characteristic is determined as h0 = h(f0, g0) if h(f0, g0) ∈ HD.

The minimax-robust spectral characteristic h0 and the pair (f0, g0) of the least favorable spectral densities form
a saddle point of the function ∆(h; f, g) on the set HD ×D. The saddle point inequalities

∆(h; f0, g0) ≥ ∆(h0; f0, g0) ≥ ∆(h0; f, g) ∀f ∈ Df , ∀g ∈ Dg, ∀h ∈ HD

hold true if h0 = h(f0, g0) and h(f0, g0) ∈ HD, where (f0, g0) is a solution to the constrain optimization problem

∆̃(f, g) = −∆(h(f0, g0); f, g) → inf, (f, g) ∈ D, (26)

∆(h(f0, g0); f, g) =
1

2π

∫ π

−π

∣∣A(eiλ)g0(λ) +∑∞
k=0((P

0)−1R0a)ke
iλ(k+1)

∣∣2
(f0(λ) + g0(λ))2

f(λ)dλ

+
1

2π

∫ π

−π

∣∣A(eiλ)f0(λ)−∑∞
k=0((P

0)−1R0a)ke
iλ(k+1)

∣∣2
(f0(λ) + g0(λ))2

g(λ)dλ.

This problem is equivalent to the following optimization problem:

∆D(f, g) = ∆̃(f, g) + δ(f, g|Df ×Dg) → inf .

A solution of this problem is determined by the condition 0 ∈ ∂∆D(f
0, g0), which is the necessary and sufficient

condition that the pair (f0, g0) belongs to the set of minimums of the convex functional ∆D(f, g) [27], [33], [34].
Here ∂∆D(f

0, g0) is a subdifferential of the functional ∆D(f, g) at the point (f, g) = (f0, g0), which is a set of all
linear bounded functionals Λ on L1 × L1 satisfying the inequality

∆D(f, g)−∆D(f
0, g0) ≥ Λ

(
(f, g)− (f0, g0)

)
, (f, g) ∈ D.

The form of the functional ∆D(f, g) allows us to find derivatives and differentials in the space L1 × L1. Hence,
the complexity of the optimization problem (26) is determined by the complexity of finding a subdifferential of the
indicator function δ(f, g|Df ×Dg) of the set Df ×Dg.

4. Least favorable densities in the class D0
f × D0

g

Consider the problem of minimax-robust estimation of the functional Aξ based on observations of the sequence
ξ(m) + η(m) at time m = 0,−1,−2, . . . under the condition that the spectral densities f(λ) and g(λ) belong to the
set of admissible spectral densities D = D0

f ×D0
g , where

D0
f =

{
f(λ) | 1

2π

∫ π

−π

f(λ)dλ ≤ P1

}
, D0

g =

{
g(λ) | 1

2π

∫ π

−π

g(λ)dλ ≤ P2

}
.

The introduced classes of spectral densities represent limitation on the variance of the sequences ξ(m) and η(m).
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Assume that the spectral densities f0 ∈ Df , g0 ∈ Dg and functions

hf (f
0, g0) =

∣∣A(eiλ)g0(λ) +∑∞
k=0((P

0)−1R0a)ke
iλ(k+1)

∣∣
f0(λ) + g0(λ)

, (27)

hg(f
0, g0) =

∣∣A(eiλ)f0(λ)−∑∞
k=0((P

0)−1R0a)ke
iλ(k+1)

∣∣
f0(λ) + g0(λ)

(28)

are bounded. Then the functional ∆(h(f0, g0); f, g) is continuous and bounded in the space L1 × L1. To solve the
constrain optimization problem (26) we use the method of Lagrange multipliers. As a result we obtain the following
relations determining the least favorable spectral densities f0 ∈ D0

f , g0 ∈ D0
g :∣∣∣∣∣A(eiλ)g0(λ) +

∞∑
k=0

((P0)−1R0a)ke
iλ(k+1)

∣∣∣∣∣ = α1(f
0(λ) + g0(λ)), (29)

∣∣∣∣∣A(eiλ)f0(λ)−
∞∑
k=0

((P0)−1R0a)ke
iλ(k+1)

∣∣∣∣∣ = α2(f
0(λ) + g0(λ)), (30)

where constants α1 ≥ 0 and α2 ≥ 0. Particularly, α1 ̸= 0 if
∫ π

−π
f0(λ)dλ = 2πP1 and α2 ̸= 0 if

∫ π

−π
g0(λ)dλ =

2πP2. The described relations allow us to formulate the following theorems.

Theorem 4
Suppose that the spectral densities f0(λ) ∈ Df and g0(λ) ∈ Dg satisfy minimality condition (1) and the functions
hf (f

0, g0) and hg(f
0, g0) determined by formulas (27) and (28) are bounded. The functions f0(λ) and g0(λ)

determined by equations (29), (30) are the least favorable in the class D = Df ×Dg for the optimal linear filtering
of the functional Aξ if they determine a solution to optimization problem (25). The function h(f0, g0) determined
by formula (6) is the minimax-robust spectral characteristic of the optimal estimate of the functional Aξ.

Theorem 5
Suppose that the spectral density f(λ) is known, the spectral density g0(λ) ∈ Dg and they satisfy minimality
condition (1). Suppose also that the function hg(f, g0) determined by formula (28) is bounded. The spectral density
g0(λ) is the least favorable in the class Dg for the optimal linear filtering of the functional Aξ if it is of the form

g0(λ) = max

{
0,

∣∣A(eiλ)f(λ)−∑∞
k=0((P

0)−1R0a)ke
iλ(k+1)

∣∣
α2

− f(λ)

}

and the pair (f, g0) is a solution of the optimization problem (25). The function h(f, g0) determined by formula
(6) is the minimax-robust spectral characteristic of the optimal estimate of the functional Aξ.

5. Least favorable densities in the class Df,g

Consider the problem of optimal linear filtering of the functional Aξ in the case, where the spectral densities f(λ)
and g(λ) belong to the set of admissible spectral densities Df,g:

Df,g =

{
(f(λ), g(λ)) | 1

2π

∫ π

−π

1

f(λ) + g(λ)
dλ ≥ P0

}
.

The considered limitation on the spectral densities was studied by Kolmogorov [17] for the interpolation problem
for stationary stochastic sequence without noise.

Suppose that the pair of spectral densities (f0, g0) ∈ Df,g is such that the functions hf (f0, g0), hg(f0, g0)
determined by (27), (28) are bounded. As in the previous section, we use the method of Lagrange multipliers
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to solve the constrain optimization problem (26). As a result we obtain the following relations determining the
least favorable spectral densities f0 ∈ D0

f , g0 ∈ D0
g:∣∣∣∣∣A(eiλ)g0(λ) +

∞∑
k=0

((P0)−1R0a)ke
iλ(k+1)

∣∣∣∣∣
2

= β2
1 , (31)

∣∣∣∣∣A(eiλ)f0(λ)−
∞∑
k=0

((P0)−1R0a)ke
iλ(k+1)

∣∣∣∣∣
2

= β2
2 , (32)

where β1 ≥ 0 and β2 ≥ 0. Suppose that the least favorable spectral densities f0(λ) and g0(λ) admit a representation

f0(λ) =

∞∑
k=−∞

f0(k)eiλk, g0(λ) =

∞∑
k=−∞

g0(k)eiλk.

Denote by A the operator determined by the matrix with elements (A)k,j = a(k + j), k, j ≥ 0, and denote
by A+ the operator determined by the matrix with elements (A+)k,j = a(j − k) for j ≥ k ≥ 0, (A+)k,j = 0

otherwise. Denote also by f0 and g0 vectors determined by coefficients (f0)0 =
f0(0)

2
, (f0)j = f0(j), j ≥ 1, and

(g0)0 =
g0(0)

2
, (g0)j = g0(j), j ≥ 1. Then equations (31) and (32) can be written as∣∣∣∣∣

∞∑
k=0

((
A+
)′
g0 +Ag0

)
k
e−iλk +

∞∑
k=0

(
A+g0 + (P0)−1R0a

)
k
eiλ(k+1)

∣∣∣∣∣
2

= β2
1 (33)

∣∣∣∣∣
∞∑
k=0

((
A+
)′
f0 +Af0

)
k
e−iλk −

∞∑
k=0

(
A+f0 + (P0)−1R0a

)
k
eiλ(k+1)

∣∣∣∣∣
2

= β2
2 (34)

Theorem 6
Suppose that a pair of spectral densities (f0, g0) ∈ Df,g satisfy minimality condition (1) and the functions
hf (f

0, g0), hg(f0, g0) determined by formulas (27) and (28) are bounded. The functions f0(λ) and g0(λ)
determined by equations (33) and (34) are the least favorable in the class Df,g for the optimal linear filtering
of the functional Aξ if they determine a solution to optimization problem (25). The function h(f0, g0) determined
by formula (6) is the minimax-robust spectral characteristic of the optimal estimate of the functional Aξ.

6. Least favorable densities in the class D = Du
v × Dε

Consider the problem of optimal linear filtering of the functional Aξ for the set of admissible spectral densities
D = Du

v ×Dε,

Du
v =

{
f(λ) | v(λ) ≤ f(λ) ≤ u(λ),

1

2π

∫ π

−π

f(λ)dλ ≤ P1

}
,

Dε =

{
g(λ) | g(λ) = (1− ε)g1(λ) + εw(λ),

1

2π

∫ π

−π

g(λ)dλ ≤ P2

}
,

where the spectral densities u(λ), v(λ), g1(λ) are known and fixed and the spectral densities u(λ) and v(λ) are
bounded. The set Du

v introduces the upper and lower bounds for the admissible spectral densities in addition to the
limitation on the variance of the sequence ξ(m). The set Dε corresponds to the case when the spectral structure of
the noise η(m) is partially known.

Suppose that the spectral densities f0 ∈ Du
v , g0 ∈ Dε and the functions hf (f0, g0), hg(f0, g0) defined in (27),

(28) are bounded. Then condition 0 ∈ ∂∆D(f
0, g0) implies the following equations determining the least favorable
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spectral densities:∣∣∣∣∣A(eiλ)g0(λ) +
∞∑
k=0

((P0)−1R0a)ke
iλ(k+1)

∣∣∣∣∣ = (f0(λ) + g0(λ))(γ1(λ) + γ2(λ) + α−1
1 ), (35)

∣∣∣∣∣A(eiλ)f0(λ)−
∞∑
k=0

((P0)−1R0a)ke
iλ(k+1)

∣∣∣∣∣ = (f0(λ) + g0(λ))(φ(λ) + α−1
2 ), (36)

where γ1 ≤ 0 and γ1 = 0 if f0(λ) ≥ v(λ); γ2(λ) ≥ 0 and γ2 = 0 if f0(λ) ≤ u(λ); φ(λ) ≤ 0 and φ(λ) = 0 if
g0(λ) ≥ (1− ε)g1(λ). Thus, the following theorem holds true.

Theorem 7
Suppose that f0(λ) ∈ Du

v , g0(λ) ∈ Dε and condition (1) holds true. Let the functions hf (f0, g0) and hg(f0, g0)
determined by formulas (27) and (28) are bounded. The functions f0(λ) and g0(λ) determined by equations (35)
and (36) are the least favorable in the class D = Du

v ×Dε for the optimal linear filtering of the functional Aξ if
they determine a solution to optimization problem (25). The function h(f0, g0) determined by formula (6) is the
minimax-robust spectral characteristic of the optimal estimate of the functional Aξ.

Theorem 8
Let the spectral density f(λ) be known, the spectral density g0 ∈ Dε and they satisfy minimality condition (1).
Assume that the function hg(f, g0) determined by formula (28) is bounded. The spectral density g0(λ) is the least
favorable in the class Dε for the optimal linear filtering of the functional Aξ if it is of the form

g0(λ) = max {(1− ε)g1(λ), f1(λ)} ,

f1(λ) = α2

∣∣∣∣∣A(eiλ)f(λ)−
∞∑
k=0

((P0)−1R0a)ke
iλ(k+1)

∣∣∣∣∣− f(λ)

and the pair (f, g0) determines a solution to optimization problem (25). The function h(f, g0) determined by
formula (6) is the minimax-robust spectral characteristic of the optimal estimate of the functional Aξ.

7. Conclusions

In this paper, we presented methods of the mean-square optimal linear filtering of the linear functionals Aξ =∑∞
k=0 a(k)ξ(−k) and ANξ =

∑N
k=0 a(k)ξ(−k) which depend on the unknown values of a stationary stochastic

sequence ξ(k) with the spectral density f(λ) from observations of the sequence ξ(m) + η(m) at time m =
0,−1,−2, . . ., where η(k) is an uncorrelated with the sequence ξ(k) stationary stochastic sequence with the spectral
density g(λ). Formulas for calculating the spectral characteristics and the values of the mean-square errors of
the functionals are proposed in the case of spectral certainty, where the spectral densities f(λ) and g(λ) of the
stationary stochastic sequences ξ(m) and η(m) are exactly known. In the case of spectral uncertainty, where the
spectral densities are not known while a set D = Df ×Dg of admissible spectral densities is given, the minimax-
robust method of filtering is applied. For some given classes of admissible spectral densities we found relations
that determine the least favorable spectral densities and the minimax-robuct spectral characteristics of the estimate
of the functionals.
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