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Abstract Basic facial expressions such as Angry, Disgust, Surprised, Happy, Scared, and Sadness can express emotions.
However, in conversations, compound emotions can form Mixed Facial emotions, a combination of basic emotions that
is much more complex. Mixed emotion recognition is a recent study that has not been researched enough, even though
datasets such as the Indonesian Mixed Emotion Dataset (IMED) already contain mixed emotions. This research aims to
implement and fine-tune Transformer-based models such as Vision Transformer, Swin Transformer v2, and ConvNet-based
models such as ConvNeXt architecture to identify and recognize mixed emotions through human faces using the IMED
Dataset. Various configurations with fine-tuned hyperparameters are tested and vary between each model. The result shows
that Vision Transformer architecture outperforms other models in Mixed Emotion Recognition from Facial expressions
and reaches up to 79.37% Testing accuracy compared to Swin Transformer v2 model with 65.36% Testing accuracy and
ConvNext with 74.77% Testing accuracy.
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1. Introduction

Humans are social creatures that require communication with each other, this is done to convey their opinions
and feelings. One way of nonverbal communication that humans use to convey their feelings is through facial
expressions. According to De La Torre and Cohn J.F., facial expressions can describe emotions, personality, and
intentions [1]. Previous Research papers suggest that facial expressions can be categorized into various basic
emotions, such as Anger, Disgust, Surprise, Happy, Afraid, and Sad [2, 3]. However, recent findings indicate
that this may not be the case, for example, heavy smokers smiled and frowned while watching a burning cigarette,
which indicates there may be more than one emotion shown by the smoker [4, 5].

Research conducted in the field of SSP (Social Signal Processing) in the introduction and analysis of interactions
between humans and computers uses Artificial Intelligence with various methods in the Facial Emotion Recognition
task [6]. This task examines how computer systems can recognize emotions through facial expressions. Examples
include the use of Facial Emotion Recognition to recognize the emotional state and attention of students in learning
at educational institutes such as universities or the use of Facial Emotion Recognition to detect the state and
immersion of players in entertainment such as video games. Researchers such as Kolakowska et. al. [7] can see
player responses and emotions while playing games and obtain indirect feedback from players and increase player
satisfaction.

Recent studies have performed Facial Emotion Recognition tasks using Transformer-based Models such as
Vision Transformer and Swin Transformer with outstanding performance, Vision Transformer model by Li et. al.
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[12] reached 88.62% test accuracy in RAF-DB Dataset and Swin Transformer model by Han et. al. [11] managed to
reach 99.38% test accuracy in CK+ Dataset, proving that Transformer-based models are superior in FER Tasks due
to its capability and scalability by using Attention mechanism. However, recent models try to disprove that, such
as adapted ConvNeXt models which are able to achieve higher accuracy and outperform other FER approaches
according to FerNeXt [13] and EmoNeXt [14].

However, not many experiments or classifications of Facial Emotion Recognition have been carried out on
datasets that have Mixed or Compound Emotions, even though Pessoa, L. [8] explained that the emotions conveyed
by a person are a complex topic from a network of neurons in the brain that are interconnected and can originate
from several different brain regions. These basic emotions can create a combination of several emotions which
is called "Mixed Emotion” or "Compound Emotion” [9], where even basic emotions that should be opposites,
such as sadness and happiness, can occur simultaneously. The emergence of datasets that contain mixed emotions
such as IMED Dataset (Indonesian Mixed Emotion Dataset) [10] allows researchers to understand and conduct
experiments to recognize Mixed emotions from Facial Emotion Recognition tasks.

Therefore, in this research paper, we analyze, implement, and optimize Transformer-based models by performing
various hyperparameter finetuning to recognize Mixed Emotion using the IMED Dataset, comparing the
performance of each model such as Vision Transformer and Swin Transformer, compare its performance to
ConvNeXt Model and finally evaluate and test the best performing models in Facial Emotion Recognition task.

2. Literature Review and Related Work

Research related to Facial Emotion Recognition through facial expressions has been carried out using several
methods including SVM and AAM, followed by CNN.

In the original IMED Dataset research by Liliana et. al. [10], the author validated basic emotions using the SVM
(Support Vector Machine) method and produced an average precision of 84.473%, average recall of 85.807%,
average accuracy of 83.472%, and F1-Score of 0.846.

Another research by Liliana et. al. [15] uses Facial Point Detection as a method for determining unique points
on the face using the AAM (Active Appearance Method) method, after that, Semantic Feature extraction converts
FP (Facial points) to produce FC (Facial components). This FC will be input into FFC (Fuzzy facial Component)
which will produce input parameters for the FEC (Fuzzy Emotion Classification) model. This model produces an
average accuracy of 87% on the IMED Dataset.

Research by Jala et. al. [16] developed a Convolutional Neural Network (CNN model that uses the Indonesian
Mixed Emotion Dataset (IMED) and implemented it on real-time data. First, this research carries out data
preprocessing using the Viola-Jones method and feeds it to train the model. From the experimental results, the
CNN model created can achieve 99.76% accuracy on the IMED Dataset with a learning rate of 0.001 and epoch
300, however, when tested with faces other than the IMED Dataset via webcam, the accuracy drops to 93.63%.

Chowanda, Andry [17] experimented by creating his own CNN architecture called ARCH-1. The architecture
created uses the Ensemble method and separation between the Convolution layers and the Residual layers, the
model then processes the data in parallel to obtain benefits from both approaches, the model is able to store
long-term information using residual connections while having the robustness of convolution layers. From this
architecture, the model can reach up to 97.1% test on the IMED Dataset.

Nafis et. al. [18] implemented the YOLOv3 model which is able to recognize facial expressions in real time,
including in videos. This model produces an accuracy of 79%, precision 80%, recall 79%, and F1-Score 77% on
the IMED Dataset.

From the research above, many researchers still only carry out Facial Emotion Recognition on basic emotions,
even though the IMED (Indonesian Mixed Emotion Dataset) dataset already contains mixed facial emotions or
compound emotions. but recent studies generally use more complex architecture such as Transformer-based models
such as Vision Transformer and Swin Transformer, or Convolution-based Models such as ConvNeXt and YOLOv3.
The research above also still uses the finetuned vanilla Vision Transformer model, even though there are already
other ViT variants such as Swin Transformer. Other models such as ResNet and CNN which have been developed
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into ConvNeXt have not been explored enough in Facial Emotion Recognition research. ConvNeXt follows the
existing mechanism in Transformer to improve the performance of Convolution Networks such as ResNet and
CNN.

Therefore, this research will lead to the implementation of Transformer-based models such as the Vision
Transformer as a baseline model, model variants such as the Swin Transformer as a comparison, and Convolution-
based models such as ConvNeXt to classify Facial Mixed Emotion Recognition against mixed emotions that are
already available in the IMED dataset. After the implementation, the models will be compared between each other
regarding the accuracy and performance of each model compared to each other classifying mixed emotions.

3. Proposed Methods

Data Collection

Data Preparation Preprocessing
18 emotions : MTCN_N
- 12 basic emotions - Cropplng T
- 6 mixed emotions - Resizing
Dataset IMED
Model Training
HECIAL <«———  \Vision Transformer
/ Result
: Predicti !
Model Evaluation «~——— r;e'scul'fn «————  Swin Transformer
\ Prediction
-« ConvNext
Result

Figure 1. Experiment Design

The proposed methods are divided into several main steps including Data Collection, Data Preparation, Data
Preprocessing, Model Training, and Model Evaluation. Each step is shown in Figure 1 above. The first step is Data
Collection, where datasets are collected to conduct the experiment, datasets such as FER-2013 are not sufficient
because the label only contains basic emotions, and hence IMED Dataset is chosen for this experiment. After
collecting the data, they are prepared before being processed in the next step. In data preprocessing, several methods
are applied to the data, including MTCNN to obtain the face segment of each image, cropping, resizing, and storing
it to train the models, The models (Vision Transformer, Swin Transformer, and ConvNeXt) used the PyTorch library
to ensure consistency and easy reproduction of this study; however, each model linear head classifier is modified
to match and fit the data, finally, the model is then trained with the preprocessed data using several prepared
configurations. After training, the models are evaluated and compared with each other to obtain the result of the
experiment.
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3.1. Data Collection

Figure 2. Example data with Happy label

To conduct the experiment, the Dataset used is IMED (Indonesian Mixed Emotion Dataset) which consists of
19 categories of emotions, where it contains 12 complex mixed emotions (e.g. Angrily-Disgusted, Happy-Disgust,
etc.) and 7 basic single emotions (Angry, Disgust, Fear, etc.), all of the data are taken from 15 Indonesian subjects
(9 females and 6 males) where each subject perform various facial expressions and validated by experts, the dataset
contains a total of 281 videos and 30,254 images with size of 720x480 pixels made from each frame of each video.

3.2. Data Preparation

Not all data are used for this experiment, for example, Neutral is not used because it is not considered one of
the basic emotions, and the amount of data is negligible compared to other emotions, to ensure authenticity and
reduce complexity, the authors decided to not use Neutral because of the sheer low amount of data contained in the
dataset. Because of that, the data used are 18 categories of emotions, which consist of 12 mixed emotions, and 6
single emotions which are Angry, Disgust, Fear, Happy, Sad and Surprised. The data is then randomly shuffled and
stored into Training, Testing, and Validation Dataset with the ratio of 60:20:20 and the data are split evenly with
stratified sampling according to the emotion class.

3.3. Data Preprocessing

50
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Figure 3. Example of MTCNN Preprocessing Result, Cropped and resized to 256 x 256 pixels
Several methods are used in the preprocessing pipeline, such as MTCNN, Cropping, and resizing the image.
In this study, we deliberately try not to add augmented data because this study aims to research mixed emotion

from real-life faces, which means that data are processed to include facial data and remove noise from the dataset
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without additional preprocessing, MTCNN is used to ensure that facial data and facial landmarks are fed to models
because, in the dataset, there are regions in the image that do not contain information or facial features (such as
white background, the subject clothes, and image border). MTCNN might produce false positives which can result
in incorrect preprocessing, but based on our observations, this occurs very rarely because of the IMED dataset’s
high image quality and front-facing view of subject faces.

After processing all of the datasets using MTCNN, the dataset now only contains faces, but due to the limitation
of using MTCNN, some faces are not recognized which reduces the data available for training. Figure 3 shows an
example of a sample after preprocessing. Because MTCNN obtains facial features from images, the size is variable
between each data, to ensure consistency and can be fed to the model easily, all data is then resized to 256x256,
this will slightly impact recognition performance as sometimes facial features will look stretched, but overall the
effect toward model performance is negligible since most of the images bounding box from MTCNN has similar
size. The distribution of the dataset after preprocessing is shown below in Figure 4.
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Figure 4. Class Distribution of 18 emotions used in this experiment
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3.4. Model Training

In this research, 3 different models are implemented using the PyTorch library including Vision Transformer
(ViT) Base-16 Model, ConvNeXt Base Model, and Swin Transformer v2 Model. Models are trained by fine-tuning
hyperparameters such as changing the initial Learning rate and Optimizer. Furthermore, for each model, 3 different
configurations are used, the hyperparameter tuning for each experiment is shown in Table 1.

Table 1. Initial Hyperparameter

Hyperparameter ViT/B-16 ConvNeXt/B SwiTv2/B

A B C A B C A B C
Optimizer Adam SGD SGD Adam SGD SGD Adam SGD SGD
Epoch 100 100 100 100 100 100 100 100 100
Patience 10 10 10 10 10 10 10 10 10
Batch Size 32 32 32 32 32 32 32 32 32
Initial LR 0.001 o001 01 0001 001 01 0.001 001 0.1
Decay LR No No Yes No No Yes No No Yes
Step Size - - 20 - - 20 - - 20

For each model, three different optimizers are used: the Adam optimizer, Stochastic Gradient Descent (SGD),
and SGD with a decaying learning rate. This study aims to observe the effect of each optimizer on each model. To
ensure consistency, a few parameters (Epochs, Patience, and Batch Size) are deliberately set to the same values.
Since each model is trained using the Early Stopping method, training will end prematurely if the model’s validation
accuracy does not improve after 10 consecutive iterations. Our observations indicate that a batch size of 32 strikes
a balance between training speed and computational requirements. Lower batch sizes result in slower training and
worse performance, while batch sizes higher than 32 place significant strain on computational resources. Learning
rates were selected based on initial training experiments; Adam starts with a learning rate of 0.001 due to its
adaptive nature, which adjusts the learning rate dynamically based on the first and second moments of the gradients,
allowing it to correct itself naturally [19]. On the other hand, SGD requires a higher initial learning rate to converge
faster, and for SGD with a decaying learning rate, the learning rate is initially set higher to enable faster convergence
and to fine-tune model weights in later iterations [20].

3.4.1. Vision Transformer

The first model is Vision Transformer by Dosovitskiy et. al. [21], which is a Transformer-based model that uses
Transformer Encoder to encode information from images to a series of patches (chunks of image) alongside each
patch positional information. This information means that the image is now represented as the combination of
weight, context, and the relationship between each patch as matrices, and employs the Self-Attention mechanism
to determine which patches are more important relative to each other and result in Attention score, a higher score
means that patch is more relevant in determining the class of the image, furthermore, it also captures long-range
dependencies, to calculate the Attention score, we can use the following formula:

QK"
e

Where for each patch, compute the dot product between each query (@) across all keys (K1), this calculates the
score of how much attention this patch should pay compared to other patches, because the score may result in large
values especially if the d, value is large, the score is scaled with v/d}, so that the value is stable, applying softmax
function will convert the value into probabilities, if the value is high, then it indicates that the patch has similar
context toward another patch, finally, multiply the result by the value matrix (V') to obtain matrices that represent a
compressed information that contains the context and the position of the patch.

Attention(Q, K, V) = softmax( \4 (D
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Figure 5. Vision Transformer Modified Architecture

With the help of PyTorch Library, this experiment uses a pre-trained ViT_B_16 Model, and only modifies the
linear head classifier matching the number of emotions, the resulting model can be seen in figure 5. and retrains
using the IMED Dataset.

3.4.2. Swin Transformer v2

The second Transformer-based model is Shifted Windows Transformer v2 (Swin Transformer v2) by Liu et.
al. [22], which is one of the variant adaptations of the original Vision Transformer architecture [21], this is an
improved version of the previous version by the same author, Liu et. al. [23]. Swin Transformer architecture is
different compared to Vision Transformer, where Vision Transformer splits an image into same-size tokens, Swin
Transformer merges patches using patch-merging layers, effectively reducing the number of tokens. This reduces
the number of tokens by a multiple of 4, downsampling the image, and capturing the global context more efficiently.
Swin Transformer performs local self-attention by using non-overlapping shifting windows across multiple patches,
thus reducing the complexity and computation needed. Vision Transformer is computationally expensive when
dealing with high-resolution images, formula 1 describes how Global self-attention works because it needs to
compute the dot product between each query (Q) across all keys (K1), on higher-resolution images, this matrix
will be huge which is expensive to compute. Because of that, in the original Swin Transformer, the formula is
modified to the following:

T
Attentionyindow (@, K, V) = softmax(medowKwi"dow + B)Vuindow 2)
vy
In equation 2, Swin Transformer calculates self-attention locally within each window, and with added relative
position bias (B), the model can adjust attention scores based on how close or far apart each patch is within a
certain window. In the improved version [22], the model uses scaled cosine attention, which replaces the dot-
product similarity with cosine similarity, the formula becomes:

Sim(qi,kj) = m + Bi]‘ (3)
Attentionyindow (@, K, V) = softmax(Sim(qg;, k;)) Vivindow (@Y)]

Scaled cosine attention solves some problems in the previous Swin Transformer model [23], such as attention
maps frequently being dominated by a few pixel pairs. With Scaled Cosine similarity, where B;; is the relative
position bias between pixel ¢ and j and 7 is a learnable scalar, non-shared across layers that adjusts during training,
providing more stable and optimized training, this makes the model easier to scale and better transfer learning
across different window resolutions.

With the help of the PyTorch library, This experiment uses a pre-trained swin_v2_b Model and also only modifies
the linear head classifier matching the number of emotions, the resulting model can be seen in figure 6.

3.4.3. ConvNeXt

The final model used as a comparison is the ConvNeXt model [24], which only uses a pure Convolutional
Network model instead of Transformer-based models. ConvNeXt is a standard ConvNet that incorporates design
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Figure 6. Swin Transformer v2 Modified Architecture

elements of a Vision Transformer, while still retaining the effectiveness of a CNN, with several improvements
such as non-overlapping 4x4, stride-4 convolution layer that mimics patch embedding of Vision Transformer to
reduce complexity while retaining most of the information, large kernel size (using 7x7 depthwise convolution
layer) that enables long-range dependencies, capturing global information and spatial relationships, this mimics
how Attention mechanism captures relationships between different patches, and micro design adjustments such
as fewer activation functions (one activation function per block), replacing ReLU with GELU activation function,
and substituting Batch Normalization (BN) with Layer Normalization (LN). All of this improvements are made to
create a ConvNet model and design elements of Vision Transformer, named ConvNeXt [24].

Figure 7. ConvNeXt Modified Architecture

With the help of the PyTorch library, This experiment uses a pre-trained convnext_base Model and also only
modifies the linear head classifier matching the number of emotions, the resulting model can be seen in figure 7.

On each iteration of training, all models will be evaluated according to Validation Accuracy, which is the
accuracy obtained when carrying out detection on the Validation dataset. This is done to ensure that the trained
model is not overfitting and has good accuracy in predicting the emotional class of an image. After every iteration,
the best-performing model is saved.

3.5. Model Evaluation

After training is finished, all of the models are tested using the Test Dataset, which has been purposefully
left behind on classifying never-before-seen data. Model performance measurements are evaluated through the
Multi-Class Confusion Matrix by paying attention to performance such as Test Accuracy, namely the accuracy
obtained when carrying out detections on the Test dataset that has not been seen by the model before, if there
is a significant discrepancy between the test accuracy and the validation accuracy, it indicates that the model is
struggling to generalize effectively to unseen data (Overfitting/Underfitting). Other indicators including Weighted
Average Recall, Weighted Average Precision, and F1-Score further determine the model performance. The results
are then evaluated and compared with each other to determine the best-performing model.

Stat., Optim. Inf. Comput. Vol. 13, February 2025



L.J. AKEH, G. P. KUSUMA 539

4. Results and Discussion

Results of each model training are presented in this section, for each model, 3 experiments are run using different
optimizers, including Adam, SGD, and SGD with decaying Learning Rate. The objective is to find the highest
validation accuracy from each experiment and consider the best result from each model.

4.1. Training and Validation Result

Models are trained using the initial hyperparameter explained in Table 1, 3 different settings are used by
changing optimizer, initial Learning Rate, and adjusting the decay rate. 3 Models will be trained which are Vision
Transformer model, Swin Transformer v2 model, and ConvNeXt model. In the next section, each model training
and validation result will be shown and discussed.

4.1.1. ViT/B-16 Model

Table 2. Experiment Result ViT-Base 16 Model

. Train Validation
Configuration  Epoch Acc. Loss Acc. Loss
Adam 90 0.8281 0.5996 0.7824 0.7276
SGD 100 0.7296 09744 0.7113 1.0393

SGD+StepLR 37 0.8460 0.6377 0.7957 0.9973

ViT/B-16 Model
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Figure 8. Training and Validation Result of ViT/B-16 Model with SGD Learning Rate 0.1 and Decay of 0.1 every 20 epochs
From the training above, it is shown that Vision Transformer using SGD Optimizer with 0.1 Learning Rate and
decaying Learning Rate by 0.1 every 20 epochs trained the best model (Configuration SGD+StepLLR). Note that

the 3 configurations show different iterations due to the Early Stopping mechanism after 10 consecutive iterations
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of no improvements toward Validation Accuracy. The Model managed to reach 84.60% Training Accuracy, 0.6377
Training Loss, 79.57% Validation Accuracy, and 0.9973 Validation Loss. The training process takes roughly 298
seconds every epoch and is shown below in Figure 8.

4.1.2. Swin Transformer v2/B Model

Table 3. Experiment Result Swin Transformer v2 Model

. Train Validation
Configuration  Epoch Acc. Loss Acc. Loss
Adam 77 0.4748 1.7363 0.6076 1.3916
SGD 64 0.4238 1.9303 0.5240 1.7201

SGD+StepLR 73 0.5001 1.8406 0.6528 1.1259

Swin_v2_B Model
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Figure 9. Training and Validation Result of Swin_v2_B Model with SGD Learning Rate 0.1 and Decay of 0.1 every 20 epochs

Swin Transformer v2 also performs best using SGD Optimizer with 0.1 Learning Rate and decaying Learning
Rate by 0.1 every 20 epochs trained the best model (Configuration SGD+StepLR). However, because of the high
Learning Rate (0.1), the result varies wildly during the early iterations because of huge weight adjustment after
every iteration, but once reaching Epoch 20, the Learning Rate decays to 0.01, reaching local maxima. The Swin
Transformer v2 Model reached 50.01% Training Accuracy, 1.8406 Training Loss, 65.28% Validation Accuracy,
and 1.1259 Validation Loss. The training takes roughly 350 seconds every epoch, which is consideribly slower than
Vision Transformer, this mostly happens because the dimension of the image is small enough (256x256), where
Swin Transformer would perform multiple layers of attention in this small image compared to Vision Transformer.
If the image resolution is higher, Vision Transformer would suffer due to scaling quadratically with the number of
patches because of global self-attention. The training process is shown below in Figure 9.
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4.1.3. ConvNeXt Base Model

Table 4. Experiment Result ConvNeXt Base Model

541

. Train Validation
Configuration  Epoch Acc. Loss Acc. Loss
Adam 82 0.6083 1.2861 0.7158 0.9918
SGD 98 0.5373 1.5841 0.6306 1.3934
SGD+StepLLR 60 0.6356 1.2953 0.7626 0.7885

The final model, ConvNext also performs best using SGD Optimizer with 0.1 Learning Rate and decaying
Learning Rate by 0.1 every 20 epochs trained the best model (Configuration SGD+StepLR). Similar to Swin
Transformer, because of the high Learning Rate (0.1), the result varies wildly during the early iterations because of
huge weight adjustments after every iteration, but once reaching Epoch 20, the Learning Rate decays to 0.01, thus
reducing the weight update. The ConvNeXt Base Model reached 63.56% Training Accuracy, 1.2953 Training Loss,
76.26% Validation Accuracy, and 0.7885 Validation Loss. The training takes roughly 245 seconds every epoch,
which is expected because of ConvNext model architecture simplicity compared to ViT and Swin Transformer.
The training process is shown below in Figure 10.
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Figure 10. Training and Validation Result of ConvNeXt_Base Model with SGD Learning Rate 0.1 and Decay of 0.1 every

20 epochs
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4.1.4. Training and Validation Summary

Table 5. Summary of Training and Validation from models

. Train Validation
Model Configuration Acc, Toss Acc, Toss
ViT SGD+StepLR  0.8460 0.6377 0.7957 0.9973

Swin v2 SGD+StepLR  0.5001 1.8406 0.6528 1.1259
ConvNeXt SGD+StepLR  0.6356 1.2953 0.7626 0.7885

After performing training and validation using the 3 models, the results are summarized in Table 5 above. Based
on the summary, Vision Transformer performs generally better, beating both Swin Transformer and ConvNeXt
model in regards to Training Accuracy with 84.60%, Training Loss with 0.6377, and Validation Accuracy with
79.57%. The model ConvNeXt has 63.56% Training Accuracy, 1.2953 Training Loss, 76.26% Validation Accuracy,
and 0.7885 Validation Loss, beating Vision Transformer in regards to Validation Loss significantly indicating
ConvNeXt can deliver more consistent results, albeit predicts the correct emotion less frequently. The last model
is Swin Transformer v2 with a Training Accuracy of 50.01%, Training Loss of 1.8406, Validation Accuracy of
65.28%, and Validation Loss of 1.1259, performing the worst compared to other models because Swin Transformer
tends to converge much later, exhausting the training patience and underfit due to low resolution and low amount
of data on certain labels.

4.2. Testing Result

After training the models, the best configuration for each model is tested against the Test Dataset to ensure that
the model can recognize facial emotion on never-seen data. The Test dataset consists of 20% of overall data that
has been divided evenly across categories of emotions, we will use weighted Average Recall, Weighted Average
Precision, Weighted Average F1-Score, and Overall Accuracy.

4.2.1. Vision Transformer Model Testing Result

Using the ’scikit-learn’ library, we can visualize Vision Transformer Testing Result using Heatmap which can
be seen in Figure 11, looking at each category Weighted Average F1-Score, it shows that Vision Transformer
struggles the most in classifying Sad-Surprise emotions with a F1-Score of 72.39%, followed by Happy-Disgust
emotions with a F1-Score of 75.35%. From the Testing Result, Vision Transformer model achieved 79.49%
Weighted Average Precision, 79.37% Weighted Average Recall, 79.37% Weighted Average F1-Score, and Overall
Test Accuracy of 79.37%. Comparing the slight difference between Validation and Test Accuracy, this means that
the Vision Transformer model can perform well on unseen data.

4.2.2. Swin Transformer v2 Model Testing Result

Swin Transformer v2 is struggling in a few categories such as Angrily-Disgusted emotions (F1-Score of
59.09%), Sad-Surprise emotions (F1-Score of 53.81%), and Sad-Fear emotions (F1-Score of 58.92%) with many
misclassifications shown in Figure 12. From the Testing Result, the Swin Transformer v2 model achieved 68.12%
Weighted Average Precision, 65.36% Weighted Average Recall, 65.59% Weighted Average F1-Score, and Overall
Test Accuracy of 65.36%. Overall, Swin Transformer v2 performs the worst compared to the other models.

4.2.3. ConvNeXt Model Testing Result

ConvNeXt struggles on different categories than Swin Transformer, which is Sad-Surprise emotions (F1-Score
of 65.19%) and Fear-Surprise emotions (F1-Score of 66.90%). On other emotions, ConvNeXt reaches an average of
70-80% F1-Score shown in Figure 13. From the Testing Result, the ConvNeXt model achieved 75.31% Weighted
Average Precision, 74.77% Weighted Average Recall, 74.71% Weighted Average F1-Score, and Overall Test
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Figure 11. Heatmap of Vision Transformer Testing Result

Accuracy of 74.77%. Furthermore, looking at ConvNeXt Validation Accuracy compared to the Test Accuracy
indicates a well-generalizing model.

4.2.4. Testing Summary

Table 6. Summary of Testing the models using Test Dataset

Model Test
Accuracy Precision Recall F1-Score
ViT 79.37 % 7949% 7937%  79.37%
Swin v2 65.36% 68.12%  65.36% 65.59%
ConvNeXt 74.77% 75.31%  74.77% 74.71%

The results and comparison between each model are shown in Table 6 above. It is shown that the Vision
Transformer model performed the best with 79.37% Average Test Accuracy, 79.49% Average Precision, 79.37%
Average Recall, and 79.37% F1-Score. ConvNeXt model in second place with 74.77% Average Accuracy, 75.31%
Average Precision, 74.77% Average Recall, and 74.71% Average F1-Score. Swin Transformer v2 in third place
with 65.36% Average Accuracy, 68.12% Average Precision, 65.36 % Average Recall, 65.59 % Average F1-Score,
significantly lower than both Vision Transformer and ConvNeXt model. This shows that both Vision Transformer
and ConvNeXt models are good candidates to perform Facial Mixed Emotion Recognition tasks, with Vision
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Figure 12. Heatmap of Swin Transformer v2 Testing Result

Transformer being slightly better than ConvNeXt. Furthermore, All of the models’ Testing Accuracy is similar to
their respective Validation Accuracy, which means that each model can generalize well on unseen data.

5. Conclusion and Future Works

This research aims to evaluate and compare 3 models in classifying mixed emotions from facial expressions
using the IMED Dataset. After experimenting, all models perform the best using a Learning Rate of 0.1, with
a Stochastic Gradient Descent (SGD) Optimizer and decaying Learning Rate. Based on the test results, it can
be concluded the model that has the best performance is the Vision Transformer model with an Average Testing
Accuracy performance of 79.37%, outperforming both the Swin Transformer v2 model with an Average Testing
Accuracy of 65.36%, and ConvNeXt model with an Average Testing Accuracy of 74.77%.

However, we have identified several areas which can be improved further, such as augmenting and exploring
other preprocessing techniques such as adjusting image contrast to increase data quality, which in turn will improve
model performance. This research is limited to using sufficient preprocessing techniques such as Cropping and
Resizing to ensure that Mixed Emotion recognition can be researched further with minimum image processing and
no augmented data. In the IMED Dataset, only a few preprocessing techniques are used to ensure that facial points
are fed to the model correctly. We can also add or mix other datasets to further prove the generalizability of these
models in classifying mixed emotions, this experiment only uses IMED Dataset to confirm that the models are
capable of classifying mixed emotions from facial expressions.

Additionally, exploring options by experimenting with hyperparameter finetuning, the configurations used in this
research are limited due to limitations in currently available computing power and time frame, training is limited
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Figure 13. Heatmap of ConvNeXt Testing Result

to 3 initial hyperparameter configurations for each model. Parameters that can be adjusted include adjusting the
initial Learning Rate, higher Patience before stopping the training early, using other optimizers such as Adagrad or
RMSProp, and higher batch size.

Furthermore, implementing and evaluating other Transformer-based model architectures such as DeiT (Data-
Efficient Image Transformer) or CvT (Convolutional Vision Transformer), or comparing other Convolution-based
model architectures such as EfficientNet or RepVGG will further enhance studies in recognizing mixed emotions
from facial expression.
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