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Abstract Thalassemia is a hereditary blood disorder that can be born to children if both parents are carriers of the gene
mutation. The effect of this mutation is a faster than normal rate of destruction of red blood cells and thus iron accumulation
and decreased availability of hemoglobin, The quantity, quality and shape of red blood cells are also reduced. In the current
dataset, the number of severe thalassemia = 131, moderate thalassemia = 149 and 13 variables were used. A sample taken
from Al-Hadbaa Specialized Hospital for Hematology and Bone Marrow Transplantation in Mosul, Iraq was used. In this
study, before applying Python to this model, these variables were data cleaned to remove any gaps. The data was divided
into several sections using cross-validation to test the model. Radial Basal Function (RBF) networks were used in this study
to classify thalassemia patients with respect to the specified model performance measurement criteria. The experimental
results revealed that RBF networks performed well with test accuracy of 96%; F1 score of 96%; high sensitivity of 97%;
high specificity of 95%; and a high positive predictive value of 95%. The resulting area under the curve was 99.5%, which
is very close to the ideal for the sample. Through experiments, we found that the best setting is a learning rate of 0.1
and sixteen neurons in the hidden layer. Furthermore, a random forest model was used to identify the most significant
features influencing the differentiation between types of thalassemia. The results showed that the most important features
are HBA1 (adult hemoglobin) and HBF (fetal hemoglobin), which represent the main indicators for determining the type of
thalassemia due to their significant impact on classification. This is followed by the HB (total hemoglobin) feature as a third
important feature, and then growth delay and HBA2 with varying degrees of importance. These analyses helped identify
the fundamental factors associated with the genetic and clinical differences between major thalassemia and intermediate
thalassemia, contributing to enhancing the understanding of the precise classification of the disease and improving diagnostic
and treatment strategies.
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1. Introduction

Thalassemia is the second most common genetic disease after sickle cell anemia, it is a genetic disease in the
world and is more prevalent in the Mediterranean region, the Middle East and Southeast Asia, Thalassemia is
caused by a defect in the production of a protein called hemoglobin, which plays a crucial role in transporting
oxygen in the blood, As a result, people with thalassemia suffer from chronic anemia and other health problems
such as (enlarged spleen, iron overload, congestive heart failure, osteoporosis and delayed growth). Such accurate
measurements are now of great importance in medicine and diagnosis in general, but they are especially necessary
when trying to distinguish between one type of thalassemia and another or determine the severity of the disease, The
importance of classification lies in its ability to diagnose the correct type from the given unclassified data samples
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and predict the same type for new samples that were not included in the training phase, as well as to recognize other
categories that were not included in the training phase, Artificial intelligence methods have previously helped in
better classification of thalassemia and helped in faster and better classification diagnosis. This research includes a
supervised learning strategy to classify thalassemia patients; Hence, it requires consideration of the target variable,
The rationale for using radial basis function based neural networks in the case of nonlinear functions is to obtain
an estimate of these functions to allow efficient classification of the data. Furthermore, to reduce the error rate and
improve the classification accuracy, Adam optimization algorithm is used.

2. Literature review

It should only be noted here that the synthesis of the research works that have been conducted earlier is
essential in the evaluation of the characteristics of the nature of scientific research development because as prior
accomplishments are acknowledged and previous chests established, one stands a better chance of to build toward
the future. In the present research, therefore, we focused more on only those previous researches which we
determined to be most related. The study conducted by [1] aimed to design an AI-based system that enables
early detection of fires occurring in both indoor and outdoor spaces. Data was collected from two different types
of smoke detectors based on the Internet of Things. In this research, 7 machine learning algorithms were used:
RBF, MLP, NB, KNN, RF, DT, LMT. The results indicated that the Random Forest algorithm outperformed the
other methods in terms of accuracy, achieving 99.98%, demonstrating a significant improvement in fire detection
capabilities. To diagnose thyroid diseases, researchers [2] used data from a machine learning repository that
included 7,200 patients, classified according to the patient’s condition into hyperthyroidism, hypothyroidism, or
normal. The methods used included neural networks, such as the radial basis function network and the multilayer
perceptron. The RBF was trained using the k-means clustering algorithm. The results showed that the combination
of RBF and MLP achieved a high accuracy rate of 97%. This indicates the effectiveness of the proposed method
in diagnosing thyroid diseases. The study conducted by [3] aimed to establish a new indicator system for assessing
the balance between economic benefits and water pollution protection in institutions. The sample used consisted
of 241 institutions, and in this research, the Kmeans-RBF neural network was employed. The results showed that
the institutions were effectively classified into three categories, with strong stability of the classifier. The new
indicator system contributes to the effective assessment of the economic and environmental balance of institutions,
supporting efforts made in environmental protection. The study conducted by [4] aimed to create an effective
model using neural network techniques for classifying flight delays. The study involved the use of two neural
network techniques, namely Radial Basis Function Network and Backpropagation Network. The data was divided
into 70% for training and 30% for testing. The results indicate that RBF neural networks can be trained much
faster than simple neural networks. The lowest training error was achieved using RBFN. The study conducted
by [5] aimed to identify the factors influencing the Gleason score for prostate cancer. Data from 97 patients were
analyzed using neural network models, specifically the radial basis function network and the multilayer perceptron.
The data was divided in a 70:30 ratio for training and testing. The multilayer perceptron model achieved the best
performance with an accuracy of 96% and a sensitivity of 93.3%. The results demonstrated the effectiveness of
artificial intelligence in classifying patients and identifying important indicators related to the disease. The study
conducted by [6] aimed to apply machine learning models to predict diabetes and analyze the performance of these
models. Machine learning models were used, including SVM, KNN, MLP, and RBF. The experimental results
showed that the KNN classifier outperformed the other models with an accuracy of 98%. In a machine learning
work by [7], potential blood donors and non-donors were distinguished with 748 subjects sourced from blood
transfusion centers in Iran. Several classification methods were applied such as Bayesian Knife, K-NN, MLNN,
and RBF, and hence the result shows that compared to all the other classification techniques the RBF network gave
better efficiency and accuracy of 93%. A classification system of red blood cells of patients with thalassemia and
normal patients was developed by [8] using digital image processing. The study was done with an objective of
reducing examination time and avoiding subjectivity. To extract features, they collected 7,108 images of red blood
cells, ranging from type 1 to type 9. Four approaches were used in this study to classify red blood cells: MLP,
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Naive Bayes, RBF and SVM. From the experiment, MLP was seen to have the highest results, with the following
results; recall=89.6%, accuracy=89.3%, precision = 89.6%. Also, the second and third classifiers were the support
vector machine and the Naive Bayes classifier respectively. The classification of red blood cells for anemia (ID) and
thalassemia (TH) was the main focus of the research conducted by [9]. Image processing techniques were used to
enhance edge detection and reduce noise in the classified red blood cells. The researchers examined the efficiency
of five different machine learning classifiers. These classifications were as follows: logistic regression (LR), radial
basis function network (RBF), multilayer perceptron (MLP), naive Bayes classifier (NB), and classification tree
(CART). The best performance was achieved through logistic regression, which reached an accuracy of 83.5%, a
sensitivity of 83.5%, and a predictive value of 83.3%. Research was undertaken in Iran utilising Zafer data to predict
diabetes in thalassemia patients [10], Using 256 observations, scientists were able to detect those at risk for beta-
thalassemia and avoid the effects of iron excess, such as diabetes. The researchers used both the radial basis function
network (RBFN) and the k-nearest neighbor (KNN) approach. The RBFN methodology produced a high accuracy
of 81.7%, whereas the KNN method achieved 69.12%. Complete blood counts (CBCs) were used in research
by [11] to distinguish thalassemia patients from healthy people. 304 clinical data of public-school students who
had thalassemia screenings at Ozeri Hospital were utilised. As machine learning methods, they used radial basis
function neural networks (RBFs), probabilistic neural networks (PNNs), and closest neighbor algorithms. 100%
of β-thalassemia patients, 93% of normal people, and 93% of α-thalassemia carriers were correctly diagnosed by
RBF. That means RBF performs better than both PNN and KNN in thalassemia patients and healthy people.

3. Methodology

3.1. Radial basis function network

It is a feed-forward neural network commonly used for time series prediction, function approximation,
classification, and control. It is also utilized to handle nonlinear issues owing to its straightforward structure and
its capacity to carry out the learning process in a way that is both smooth and understandable. There are a number
of notable benefits associated with RBFN, including excellent dependability, quick convergence, and minimal
mistakes [15]. The radial base function network consists of three layers, as shown in Figure 1.

Figure 1. The structure of the radial basis function (RBF) network.

The input layer is the one that is given the vector of independent variables Xi = [x1, x2,···xn]
T ,where i =

1, 2, . . . n and n stands for the total number of observations, and there is only one hidden layer; each neuron in
the hidden layer employs a radial basis function as a nonlinear activation function for the input. This function
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computes the Euclidean distance between the input X and the center of each neuron C [16]. As in the equation:

r = ∥Xi − Cj∥

To identify the hidden layer, a radial basis function is used, which transforms the data into a nonlinear form.
The radial basis activation function uses a Gaussian equation to calculate the output of the hidden layer, as in the
following formula:

Pj (x) = exp

(
∥Xi − Cj∥2

2σ2
j

)
, σ > 0 (1)

Where Cj = [c1, c2, . . . cm]
T represents the vector of centers of the radial basis function, σj = [σ1, σ2,···σm]

T

represents the vector of standard deviation of neurons, and m represents the number of neurons in the hidden
layer [17]. The artificial neural network Sm(x) produces its results by multiplying the outputs of the hidden layer
Pj(x) by the weights between the output layer and the layer that is hidden. The following equation illustrates this

Sm (x) =

m∑
j=1

wjkP ∥Xi − Cj∥+ wo (2)

The radial basis function is denoted as P ∥Xi − Cj∥ , the weights between the hidden and output layers are
represented by wj , where W = [w1, w2, . . . wm]

T , and the bias value is represented by w0 [18].

3.1.1. Radial basis function artificial neural network (RBF) training At the beginning of the RBF training process,
there are two stages: For the first stage, which identifies the number of clusters and standard deviation, it is an
unsupervised learning area, but after the identification of the centers of the clusters in the second stage, using
gradient descent to find the best weights at which learning becomes supervised.

1. Unsupervised learning of radial basis function: This learning technique uses the radial basis training to the
network in the hidden layer. Swapping of the positions of the center Cj and the standard deviation σj is the
general objective of this kind of learning.

2. This type of learning is performed in the output layer and is called supervised learning of the radial basis
function, When training the radial basis function parameters in the hidden layer containing the centers and
standard deviation, the gradient descent technique is applied in training the weight used in the network
between the hidden layer and the output layer, so the overall purpose of this training will be to pretty much
push the cost function as close to zero as possible [19].

In this research, we used the logistic regression cost function, or the so called binary cross-entropy, in the case of
binary classification, as in the following formula:

L (w, c, σ) = − 1

n

n∑
i=1

[
yi log

(
R
(
x(i)
))

+
(
1− yi

)
log
(
1−R

(
x(i)
))]

(3)

Where n is the number of samples being used for training, yi represents the actual classification of sample i, which
is either (0 or 1), while R

(
x(i)
)

represents the expected output of the activation function Sigmoid for sample i, as
in the following formula:

R
(
x(i)
)
=

1

1 + exp(− Sm(x(i)))
(4)

where Sm

(
x(i)
)

represents the expected output RBFN.

3.1.2. Estimation of RBFN parameters To estimate the parameters of the radial basis function network, we derive
the cost function for each parameter of the model as follows:
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1. We derive the cost function binary cross entropy with respect to the weights by applying the chain role rule
as in the following formula:

∂L

∂wjk
=

∂L

∂R
(
x(i)
) · ∂F

(
x(i)
)

∂Sm

(
x(i)
) · ∂Rm

(
x(i)
)

∂wjk
(5)

∂L

∂R
(
x(i)
) = −

⌈
yi

R
(
x(i)
) − 1− yi

1−R
(
x(i)
)⌉ (6)

∂R
(
x(i)
)

∂Sm

(
x(i)
) = R

(
x(i)
)
.
(
1− R

(
x(i)
))

(7)

∂Sm

(
x(i)
)

∂wjk
= Pj

(
x(i)
)

(8)

Then we substitute Equations 6, 7, and 8 into Equation 5 to obtain the following formula:

∂L

∂wjk
= −

⌈
yi

R
(
x(i)
) − 1− yi

1−R
(
x(i)
)⌉ . R(x(i)

)(
1− R

(
x(i)
))

. Pj

(
x(i)
)

(9)

After simplifying 9, By using the following formula, we can derive the final result of the cost function’s
derivative with respect to the weights:

∂L

∂wjk
=

n∑
i=1

[(
R
(
x(i)
)
− yi

)
Pj

(
x(i)
)]

(10)

2. Deriving the cost function for centers according to the chain rule and as in the following formula:

∂L

∂cj
=

∂L

∂R
(
x(i)
) · ∂R

(
x(i)
)

∂Sm

(
x(i)
) · ∂Sm

(
x(i)
)

∂Pj

(
x(i)
) ·

∂Pj

(
x(i)
)

∂cj
(11)

∂Pj

(
x(i)
)

∂cj
=

x(i) − cj
σ2
j

· Pj

(
x(i)
)

(12)

After simplifying the equation, we get the final result as in the following formula:

∂L

∂cj
= −

n∑
i=1

⌈
yi

R
(
x(i)
) − 1− yi

1−R
(
x(i)
)⌉R(x(i)

)(
1− R

(
x(i)
))

.wjk. Pj

(
x(i)
) x(i) − cj

σ2
j

(13)

3. Deriving the cost function with regard to the standard deviation in accordance with the chain rule and using
the formula that is shown below:

∂L

∂σj
=

∂L

∂R
(
x(i)
) · ∂R

(
x(i)
)

∂Sm

(
x(i)
) · ∂Sm

(
x(i)
)

∂Pj

(
x(i)
) ·

∂Pj

(
x(i)
)

∂σj
(14)

∂Pj

(
x(i)
)

∂σj
= Pj

(
x(i)
) ∥∥x(i) − cj

∥∥2
σ3
j

(15)

After simplifying the equation, we get the following formula:

∂L

∂σj
= −

n∑
i=1

⌈
yi

R
(
x(i)
) − 1− yi

1−R
(
x(i)
)⌉ .R(x(i)

)(
1−R

(
x(i)
))

.wjk.Pj

(
x(i)
) x(i) − cj

σ3
j

(16)
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After calculating the partial derivatives mentioned above, we update the parameters as follows:

∆wjk = wjk − ηw
∂L

∂wjk
(17)

∆cj = cj − ηc
∂L

∂cj
(18)

∆σj = σj − ησ
∂L

∂σj
(19)

Where ησ, ηc, ηw are the learning rates for each of the weights, standard deviation, and centers.

3.1.3. Optimization algorithm According to this paper, the Adam optimization technique is used to minimize the
cost function and improve classification accuracy. The name Adam comes from adaptive moment estimation. Adam
optimization algorithm is different from the classical stochastic gradient algorithm, which uses a standard stochastic
gradient to update weights at a single learning rate (η) during the training period. In the Adam optimization
algorithm, a separate learning rate is assigned to each parameter weight. So that the learning rate is adjusted
and updated independently for each parameter. This algorithm chooses a smaller learning rate for the parameters
that are updated periodically, and gives a larger learning rate for the corresponding parameters with low-frequency
variables. Adam optimization algorithm combines the advantages of Adagrad algorithm and RMSprop algorithm
[20]. In the Adam optimization algorithm, the first moment (mt) and the second moment (vt) are used in each
iteration. As shown in the following Equation:

mt = β1mt−1 + (1− β1) gt (20)

Since mt represents the weighted arithmetic average of the derivatives at time t, β1 is the rate of exponential decay
at the first moment, where its default value is 0.9, m(t− 1) represents the weighted arithmetic average of the
derivatives at the previous time t− 1, and gt represents the derivative of the cost function with respect to each
parameter of the model.

As for the case of the second moment, it is calculated as follows:

vt = β2vt−1 (1− β2) g
2
t (21)

Where vt represents the weighted decentralized variance of the derivatives at time t, β2 is the rate of exponential
decay for the second moment, with a default value of 0.999, v(t− 1) is the weighted decentralized variance of the
derivatives at the previous time t− 1, and g2t represents the square derivative of the cost function with respect to
each parameter of the model.

In the next step, the corrected bias for the exponential moving average of the derivatives (mt) and the exponential
moving average of the squared derivatives (vt) is performed. Therefore, at the beginning of training, these averages
are biased towards zero mt = vt = 0, so the corrected bias for the first moment is calculated as follows:

m̂t =
mt

1− βt
1

(22)

m̂t represents the bias corrected for the first moment at time t, βt
1 is the exponential decay rate for the first moment

at time t. As for calculating the bias corrected for the second moment, as in the formula below:

v̂t =
vt

1− βt
2

(23)

v̂t represents the bias-corrected second moment at time t, βt
2 is the exponential decay rate of the second moment at

time t. Finally, these corrected biases are used to update a specific weight as in the formula below:

w = w − η
m̂t√
v̂t+ ϵ

(24)

Where η represents the learning rate, which is a value restricted to 0 < η ≤ 1, while for ϵ, the value is e−10 to
prevent the denominator from being 0 [21]
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4. The importance of features using the random forest algorithm

It is ranked as one of the supervised learning algorithms that mostly rely on the formation of a decision tree to sort
the data. Bootstrap method with randomly selected features is also used. When the algorithm is applied to a data
set containing n observations and p explanatory variables (predictors), it is divided into stages [25]:

1. Bootstrap: The dataset for training is selected randomly with replacement, resulting in each decision tree
having a different portion of the data to learn from.

2. Tree formation: For each dataset sampled, a decision tree is created using a random subset of features. This
helps avoid the creation of highly correlated trees.

3. Averaging OR Voting: Once all the decision trees are formed, each makes its own predictions. In regression,
the expected values from each tree are calculated together. In the case of classification, the expected results
from each tree are combined, and the class with the most votes is the final prediction.

4.1. Entropy

Is a measure of how random or unpredictable the data is. The higher the entropy value, the harder it is to draw
clear conclusions. When the probabilities are 0 or 1, the entropy H(X) is zero, meaning that the system is free
of randomness and completely predictable. When the probabilities are equal (0.5), the entropy reaches its highest
value, reflecting that the data is completely random and unpredictable. In a decision tree, entropy is zero at the
leaf nodes because the data is completely sorted and free of randomness. Branches with entropy greater than zero
must be further split to reduce the randomness and better organize the data [27]. The entropy of a single property
(feature) is calculated using the following formula:

Entropy = E (S) = −
c∑

i=1

(pi) log2 pi (25)

Since S represents the dataset associated with a specific category within this feature, pi Probability of category i, c
Represents the number of possible categories. This study deals with multiple features, so we need to calculate the
entropy for each class in those features.

The equation below represents the calculation of total entropy when we have several categories or divisions
based on a specific property.

E (T,X) = ΣCϵX p (c)E (c) (26)

The equation E(T,X) represents the total entropy when the data is split using feature X , where X is the feature or
variable we use to split the data, c refers to the class or division within the feature, and P (c) is the probability of
class c, which is the ratio of the number of samples in class c to the total number of samples. E(c) is the entropy of
class c, and the entropy is calculated for each class individually. Thus, the total entropy is calculated by combining
the entropies of the different classes based on their probabilities.

4.2. Gini index

The Gini index is a tool used to determine the level of purity or impurity of a particular feature in a dataset. It is
primarily used in the CART algorithm to build a decision tree by splitting the data into parts. The Gini index is an
important factor when selecting features to split the data, as features that produce a lower Gini index are preferred
because they reflect a higher level of purity in the split [26]. The Gini index is calculated using the following
formula:

Gini Index = 1−
n∑

i=1

p2i (27)

Where pi represents the proportion of samples belonging to class i in the group. The smaller the Gini index value,
the purer and more effective the split, which improves the performance of the decision tree [27].
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5. Model evaluation measures

Predictions are made for both positive and negative classes (0,1) using binary classification models. In order
to evaluate the effectiveness of binary classification models, several classification metrics are calculated. These
metrics, which can be calculated using a confusion matrix, include precision, recall, and F1 score, which are
among the most commonly used metrics.

5.1. Confusion matrix

A comparison of the predicted values with the actual values is carried out with the use of the confusion matrix,
which contains both the accurate and wrong predictive values. The confusion matrix is organized so that the rows
reflect the actual classes, while the columns represent the classes that the model predicted [22]. As in the Table 1

Table 1. The actual and expected categories in the confusion matrix

Prediction

0 1

Actual 0 True Negative (TN) False positive (FP)
1 False Negative (FN) True Positive (TP)

TN: Corresponds to the number of observations accurately labelled as negative.
FP: A Type I error is a term often used to describe the number of truly negative results that are incorrectly
classified as positive.
FN: It means the number of observations that were labeled negative when they are in fact positive and is coined as
a type II error.
TP: represents the number of samples accurately identified as positive.

5.1.1. Model performance indicators analysis Accuracy: Percentage of the correct results predicted by the model
in relation to the total number of times that model actually made the predictions. As in the formula

ACC =
TN + TP

TN + TP + FP + FN
(28)

Precision: is the ratio of true positives to total positives, which takes into account the total number of occurrences
that were properly classified as positives in comparison to the total number of instances that were really positive.
The formula is as follows

Precision =
TP

TP + FP
(29)

Sensitivity: Another name for this measure is the True Positive Rate which reflects the model’s capability to
accurately identify positive cases. As in the following formula

Sen =
TP

TP + FN
(30)

Specificity: Also known as TNR, it refers to the rate at which a model accurately predicts negative cases. As in the
following formula

Spe =
TN

TN + FP
(31)

F1-score: F-measure is less biased by the excess of either true positives or true negatives and is calculated as the
harmonic mean of the value of precision and the value of recall. F-measure is very good if both recall and precision
are good [23].
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5.1.2. Receiver operating characteristics (ROC) analysis The ROC curve is produced using the true positive
rate (TPR or sensitivity) and the false positive rate (FPR, 1 minus specificity) for different diagnostic test cutoff
values from (0, 0) to (1, 1). As TPR and FPR vary from 0 to 1, the curve’s points at the top left corner (0, 1)
are more accurate, while those near the diagonal line are more random. The test’s efficacy depends on how soon
the curve reaches the optimum point. Faster means more accurate diagnostic results. The likelihood ratio (LR),
which measures the test’s ability to discriminate positive and negative findings, may be calculated from the tangent
line’s slope at any position on the ROC curve. The likelihood ratio is sensitivity / (1-specificity). The cutoff point
does not add diagnostic value if the ratio is 1. A ratio larger than 1 enhances the chance of finding real positive
instances, whereas a ratio less than 1 implies a lowered estimate of the positive condition’s incidence. Diagnostic
tests’ accuracy is measured by the area under the ROC curve (AUC). The bigger the area, the better the test in
distinguishing groups. An AUC of 1 implies flawless performance, whereas 0.5 suggests random guessing [24].

A ∪ C =

∫ 1

0

ROC tdt (32)

6. System model

The proposed system model is illustrated in Figure 2, This model takes raw data, extracts key variables from it,
preprocesses them, and then uses them as a training dataset for the machine learning algorithm.

Figure 2. System model diagram.

In neural networks, a training dataset is fed into the neurons, which are activated or deactivated based on the
inputs. During the training process, the connections between the neurons change continuously, after training is
complete, the final model is obtained from the trained network, The performance of this network is tested using
new data that was not used in the training process.
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6.1. Dataset description

In this study, the Thalassemia patient dataset consists of 280 observations and 13 variables. Among the 280
observations, 149 (53.21%) had moderate thalassemia, while 131 (46.78%) had major thalassemia. Table 2
summarizes the variables of the thalassemia patient dataset. We used cross-validation to split the dataset with
k-fold=5 into training and testing, The characteristics from the thalassemia patient dataset that were utilised for
training and assessing the RBF model are displayed in Table 2, We captured the demographic data and converted
it into a numerical format using automatic label encoding, enabling the model to process the numerical data
efficiently.

Table 2. Recoding of Thalassemia patient data variables

No. Variable Description

1 Gender (1= Males, 0= Females)
2 Age The age of a person
3 Splenic enlargement (0= Normal, 1= enlargement, 2= Splenectomy)
4 Heart disease (0= NO, 1= Yes)
5 The growth is delayed (0= NO, 1= Yes)
6 Osteoporosis (0= NO, 1= Yes)
7 Blood transfusion (0= NO, 1= Yes)

8 HB Males; HB <13
Females; HB <11.5

9 Mean cell volume MCV<80
10 HBA1 Intermediate 50% to 70%, Major 0%
11 HBA2 Intermediate 3% to 8% , Major 3% to 8%
12 HBF Intermediate 20% to 40% , Major>80%
13 Diagnostic (1=Thalassemia major, 0=Thalassemia Intermediate)

6.2. Data cleaning

Considering that the model that is being utilized is not capable of generalizing very effectively, this is an essential
stage in which data that is identical or missing is checked and processed in its entirety. Consequently, it is possible
for duplicates to be present in both the training set and the testing set, The missing values in the data are depicted
in the accompanying Figure 3, which shows that there are a total of 18 missing values that are spread out over the
variables (Splenic enlargement = 4, HB = 6, and HBF = 9).

Figure 3. Missing values in the data set.
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Where duplicate or similar data was removed upon its appearance in the data under study. Also, missing values
were addressed by completely deleting the patient’s data and excluding them from the sample to avoid negatively
impacting the training and testing process of the models.

6.3. Variables scaling

The z-score is a method that is utilized to standardize data. This approach involves transforming the scale of
data values by utilizing the mean and standard deviation of each single variable. Assuring that each variable has
a consistent scale and reducing the impact of extreme values are the two goals that will be accomplished via
the implementation of this standardization. Implementing a standardized z-score helps to enhance the uniformity
of data interpretation while also increasing the stability of the outcomes of the study. Using the formula that is
presented below, the z-score procedure is applied to each variable that is included in the data (xi). As in the
following formula:

z =
x− µ

σ
(33)

The standard score standardizes the data by transforming its distribution to a mean of 0 and a standard deviation
of 1 [12]. By standardizing the data using z-score, the variables have the same importance and the same scale, and
thus one variable does not overwhelm another. Negative values in the matrix of numbers below indicate that they
are below the average, while positive values indicate that they are above the average.

Figure 4. The results matrix for the data after using standardization.

7. Cross validation (k-fold)

The effectiveness of machine learning models is evaluated using this method. It facilitates understanding the
predictive capability of the model when applied to new data, providing a more accurate assessment of the model’s
functions. The dataset is divided into K equal parts using this method, with one iteration using each part as test
data and the remaining part as training data. The procedure is repeated until every component has been evaluated,
and the average performance of the model across all iterations is often used to determine the final result [13]. In
this study, the k-fold cross-validation method was used, where k = 5, thus dividing the dataset consisting of 280
observations into 5 subsets, with each subset containing 224 observations in the training set and 56 observations
in the test set, resulting in the training and testing process being conducted 5 times. Figure 5 below illustrates the
division of the dataset in the case of using cross-validation.
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Figure 5. Illustrates the division of the dataset in the case of cross-validation based on [14].

8. Result and discussion

The current RBFClassifier is implemented in Python3 while the library used is the Scikit-learn library from Python.
This means that when training the RBF network on the patient data under study, we can observe the behavior of the
training process at different k-fold splits by adding the cross-validation result of training the radial basis function
network. Table 3 consists of six columns: the first column represents the number of k-fold splits; the second and
third columns show the training and validation accuracy respectively; the fourth and fifth columns represent the
errors observed during the testing and training phases; and the last column indicates the learning rate. As follows:

Table 3. Consists of the training process information of RBFN with specific learning rate of 0.1 using Adam optimization
method

K-Fold Training accuracy Val accuracy Training loss Val loss Learning rate

1 0.9688 0.9464 0.0312 0.0536 0.1
2 0.9509 0.9821 0.0491 0.0179 0.1
3 0.9732 0.9464 0.0268 0.0536 0.1
4 0.9598 0.9643 0.0402 0.0357 0.1
5 0.9643 0.9643 0.0357 0.0357 0.1

Average ± 0.9643
0.0077

± 0.9607
0.0134 0.0366 0.0393

In the table, the training accuracy is (0.9509-0.9732) and the results show that the model has a good ability to
learn the training data. Regarding the validation accuracy, the accuracy ranges from 0.9464 to 0.9821 to justify the
correct evaluation of the model. Regarding the training loss, it ranges from (0.0268-0.0491). On the other hand, the
validation accuracy of the model to generalize unseen data ranges from (0.0179-0.0536). The standard deviation
of the training accuracy is ± 0.0077, while the validation accuracy is ± 0.0134, as there is no significant variation
between the sections, which indicates the stability of the model. We conclude from this table that the model does
not suffer from overfitting.

Figure 6 represents the training and validation loss for the average of all splits in the network for RBF where the
y-axis is the cost function and the x-axis is the epoch. From the graph below, it can be seen that the loss curves for
training as well as testing start decreasing in a similar manner where the percentage reaches 10% in training and
in testing it is 11% at 60 training epochs, so it can be concluded that the model trains well without suffering from
generalization problem.
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Figure 6. The training and testing loss curves for the average of all splits of the radial basis function network.

For the accuracy of the RBF network, the Figure 7 represents the training and testing accuracy curves, It should
be remembered that this accuracy is low at the beginning of the learning process for both training and testing, the
accuracy percentage gradually increases and reaches 96.34% in training and 96.07% in testing at 60 training cycles,
so, this means that the data recognition by the RBF network is enhanced with the training process.

Figure 7. The accuracy curves for training and testing of the radial basis function network.

By using the data of thalassemia patients, we can see the performance of the RBF network by comparing the
classification results with the real classification, which is by applying the rabbit matrix (confusion matrix) to the
training data and testing thalassemia patients. The application results represent two rows and two columns clearly
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with a binary classification problem. It contains the Figure 8 representing the rank matrix of the training data,
where the activity of thalassemia intermedia is among them and is expressed in the matrix (TN). The nutritional
elements in (the first row of the second column) contain 22 values, indicating the number of observations that were
incorrectly classified as patients with thalassemia major while they are infected with thalassemia intermedia and are
expressed in the matrix (FP). The antiviral activity in (the second row of the first column) contains 19 values and
indicates the observations that were illegally classified as the two elements infected with thalassemia intermedia
while they are infected with thalassemia major and are expressed in the matrix (FN). The number of vital elements
in (the second row of the second column) was examined on 505 values and indicates the number of observations
that were correctly classified into two thalassemia major contacts and expressed in the matrix (TP). Figure 8b is the
confusion matrix relating to the test data. The value 142 refers to the correct number of cases classified as having
thalassemia intermedia 7 cases reported as having thalassemia major when in fact they have intermedia. 4 cases
were reported to have thalassemia intermedia when in actual sense they have thalassemia major. The value 127
means the number of observations that fall in the thalassemia major class and was correctly classified. It is shown
in the following diagram:

(a) (b)

Figure 8. A confusion matrix of the radial basis network in the training data set, (a) and the validation data set, (b) is
presented.

Since it defines a measure of accuracy, it is important to remember that when we have a dataset with imbalanced
classes, this measure can be somewhat misleading. In certain instances, it is also required to make use of additional
metrics, such as precision, recall, and F1 score, in order to acquire extra information on the performance of our
model. Also, in the figure, we have the RBF measures on the classification points of the training and test data on
binary cases, especially each thalassemia case. From the RBF network classification report, it is found that the
accuracy of the model for classifying thalassemia major and intermediate patients is 97% for class 0 and 95% for
class 1. Also, the recall of class 0 is at a very high level of 95% and the recall of class 1 is 97% which states
that most of the true cases are identified in all classes. Regarding the last F1 score parameter which is combined
precision and recall, it performed very well in both categories with 96% in category 0 and 95% in category 1.
Exist refers to the number of actual results in each category of prediction, and the RBF model was found to be
very accurate and stable by providing this prediction support system for thalassemia diagnosis. The following table
shows the radial core network classification data report as follows:
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Table 4. The radial basis function network classification report across the average of all divisions

Classification Report (Average Across All Folds)

Precision Recall F1-score Support
0 0.97 0.95 0.96 149
1 0.95 0.97 0.96 131

accuracy 0.96 280
macro avg 0.96 0.96 0.96 280

Weighted avg 0.96 0.96 0.96 280

When using the ROC (Receiver Operating Characteristic) curve, ”AUC” or ”Area Under the Curve” is used
to evaluate the model’s performance at different thresholds. The ROC curve measures the relationship between
the true positive rate and the false positive rate. Points on the AUC curve represents the performance of the
classification model, where the area under the curve indicates the model’s accuracy in distinguishing between
the two classes. The higher the AUC value for a given model, the better its performance in correctly classifying the
classes. In this context, an AUC value of 0.995 indicates excellent performance, suggesting that the classification
model is nearly ideal in distinguishing between different classes.

Figure 9. The ROC curve for the radial basis function neural network model.

The importance of traits in determining the type of thalassemia depends on their impact on the genetic index,
where the variable with the lowest genetic index is considered the most important. Figure 10 illustrates the
importance of different traits in distinguishing between major and intermediate thalassemia using a random forest
model. The horizontal axis displays the relative importance of each trait, while the vertical axis represents the traits
that were analyzed.
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Figure 10. Importance analysis of features in diagnosis using random forest.

The most important variables in this model are HBA1 (adult hemoglobin) and HBF (fetal hemoglobin), with
HBA1 showing the highest relative importance (0.3461), indicating that the level of HBA1 is the most prominent
indicator in distinguishing between major and intermediate thalassemia. In major thalassemia, the level of HBA1
is very low, while in intermediate thalassemia it decreases to a lesser extent. HBF (0.2667) follows as the second
most important variable, with its levels rising significantly in major thalassemia (over 80%) while being lower in
intermediate thalassemia. HB (total hemoglobin) ranks third (0.1410) and is an important indicator of the severity
of anemia in major thalassemia, where it is very low compared to intermediate thalassemia. Growth retardation
(0.0755) comes in fourth place, being a common manifestation in major thalassemia, but its impact is less than
that of HBA1 and HBF. Next is HBA2 (0.0677), which is important in distinguishing between types of thalassemia
but is less significant than the previous variables. Variables such as blood transfusion (0.0365) and splenomegaly
(0.0255) indicate that these factors play a role in diagnosing major thalassemia, but they are less important in
distinguishing between types. While MCV (0.0180) shows a minimal effect compared to the other features, it is
low in major thalassemia. Age (0.0127) and osteoporosis (0.0070) also have a weak effect on diagnosis, while heart
diseases (0.0010) and gender (0.0024) show less impact in determining the type of thalassemia.

9. Conclusion

We conclude that the basic functional neural network based on the radial basis function performs exceptionally
well when applied to data from thalassemia patients, with highly consistent results across various departments.
The model shows perfect alignment between training accuracy and validation accuracy, indicating no issues of
underfitting or overfitting. Experimental results demonstrate that using a radial basis function network with the
Adam algorithm and a learning rate of 0.1 enhances performance and achieves excellent accuracy. Additionally, the
experiment confirms that the optimal network configuration includes one hidden layer containing 16 neurons, which
enhances the model’s efficiency in classifying thalassemia in a binary manner. Furthermore, a random forest model
was used to identify the most significant features influencing the differentiation between types of thalassemia.
The results showed that the most important features are HBA1 (adult hemoglobin) and HBF (fetal hemoglobin),
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which represent the main indicators for determining the type of thalassemia due to their significant impact on
classification. This is followed by the HB (total hemoglobin) feature as a third important feature, and then growth
delay and HBA2 with varying degrees of importance. These analyses helped identify the fundamental factors
associated with the genetic and clinical differences between major thalassemia and intermediate thalassemia,
contributing to enhancing the understanding of the precise classification of the disease and improving diagnostic
and treatment strategies.

10. Recommendations

1. Increase the dataset size by collaborating with additional medical centers to improve the generalizability of
the results.

2. Expanding the research study by using additional methods that include comparison with neural network
models, including Convolutional Neural Networks (CNN).

3. Expanding the use of the Adam optimization algorithm to improve the results of methods in research and
statistical studies due to its efficiency and flexibility compared to other methods.
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