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Abstract In the context of deploying delay-sensitive Internet of Things (IoT) applications, fog computing faces critical
challenges in optimizing node placement to ensure both network connectivity and coverage while maintaining quality
of service. Traditional optimization approaches often fail to effectively balance these competing objectives in dynamic
IoT environments, leading to suboptimal resource utilization and degraded network performance. This research aims to
develop an efficient optimization algorithm for fog node placement that maximizes both network connectivity and coverage
while ensuring scalability in large-scale IoT deployments. We propose a novel bio-inspired approach using the Pufferfish
Optimization Algorithm (POA) to solve this multi-objective optimization problem. Our solution uniquely leverages a two-
stage optimization process, inspired by pufferfish predator response mechanisms, to dynamically balance global exploration
and local exploitation. Through comprehensive experiments across varied network configurations (20-1000 fog nodes),
we demonstrate that POA significantly outperforms existing state-of-the-art algorithms including MPA, PSO, HHO, and
SCA, achieving 45% higher connectivity rates and 28% better coverage (p < 0.001). The algorithm maintains network
connectivity above 99.5% and comprehensive coverage above 99.2% across different communication ranges. In large-
scale deployments (> 800 nodes), POA sustains performance metrics above 95% while requiring 30% fewer iterations for
convergence compared to benchmark algorithms. These results establish POA as a highly effective solution for fog node
placement optimization, offering superior performance, scalability, and computational efficiency particularly suitable for
real-world IoT deployments where optimal resource utilization is crucial .
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1. Introduction

The proliferation of IoT devices across diverse industries, such as healthcare and industrial applications,
significantly ameliorates the general standard of human life. It is anticipated that the active number of IoT devices
will exceed 75 billion by 2025 [1, 2, 3] . Diverse intelligent services can be generated as a result of recent
advancements in machine learning and artificial intelligence owing to the vast quantities of data. Nevertheless,
the data generated and retained in a decentralized manner wirelessly for a diverse array of Al applications,
such as smart grids [4] and remote healthcare [5], is a common occurrence. Given the constraints of wireless
communication resources and privacy issues, it is often counterproductive or unfeasible to gather all unprocessed
data directly from devices in a single entity. Instead, utilizing edge computing and computational intelligence to
immediately process data stored locally in edge clients for the purpose of data analysis and inference is becoming
increasingly appealing. Because of this, fog computing has grown into a promising technology that can work
around problems with cloud computing [6, 7, 8]. Cloud computing has been a good way to keep and process these
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files, but it cannot solve all of the problems that arise. For example, the growing need for real-time or the limited
bandwidth of networks is still problems that cloud computing alone cannot solve [9, 10, 11]. Consequently, a novel
computing paradigm called fog computing has been suggested as a supplementary approach to cloud infrastructure.
Fog computing expands cloud services to the periphery of a network, situating computing, communication, and
storage in greater proximity to edge nodes and end users [12]. The deployment plan was established based on
many factors, including the geographic placement of the IoT sensors and edge devices, the functioning of the
system, and the surrounding settings. Additionally, it could vary from one location to another according to its
characteristics; for example, deployments in open areas aim to cover more ground than those in enclosed spaces,
such as within a structure [13, 14]. Determining the most efficient deployment strategy over a large area is a difficult
task that may be hindered by high user density and lack of regulation at the deployment surface, in contrast
to smaller areas. The placement of computing nodes is a critical point of concern as it might affect the overall
performance of the system [15, 16]. Our paper focuses on the optimal placement of fog nodes in the network
of edge to service a localized network of edge devices and internet of things sensors. To properly set up the fog
computing nodes, we need to fully comprehend the connection between the network structure and the number of
nodes, taking into account things such as location and number [17]. Therefore, some problems should be fixed
to improve the network, such as connectivity, range, dependability, and ease of access. If the fog nodes are put
in the area in question without considering the region of interest’s limitations and the structure below it, it could
lead to poor network coverage and connectivity. It has been looked into with different networks and in different
settings for the node distribution problem. To tackle these problems, meta-heuristic methods have been devised;
however, they generally offer only optimal local solutions [18]. The proposed POA approach is particularly well-
suited for real-world IoT deployments due to its inherent characteristics. The algorithm’s bio-inspired mechanism
mirrors the adaptive behavior needed in dynamic IoT environments, where network conditions and requirements
can change rapidly. Its two-stage optimization process naturally aligns with practical deployment scenarios: the
macro predator targeting stage helps optimize global network coverage across large physical spaces, while the
defense mechanism stage ensures robust local connectivity optimization. This makes POA especially suitable for
industrial IoT environments where both broad coverage and reliable local connections are critical. Furthermore, the
algorithm’s ability to balance exploration and exploitation phases matches the need to find both globally optimal
node placements while maintaining strong local network performance, a crucial requirement in practical IoT
deployments. In contrast to previous methodologies, meta-heuristic techniques have achieved remarkable success
and advancement in tackling the diverse optimization problems encountered worldwide. In this study, we examine
a computing scenario that includes fog nodes situated within the fog layer, sensors of the IoT, and edge devices
situated at the network’s periphery. We present a meta-heuristic technique based on the Pufferfish Optimization
Algorithm to assess the impact of connection and network coverage on the performance of edge network devices
and to handle fog node installations efficiently.

We review the current literature on distributing resources, particularly the Placement of IoT applications into a
fog computing platform. In order to optimize the use of fog resources,

J. Kurniasih et al. used metaheuristic algorithms, namely GA and mimetic, to determine the best mapping
of different IoT applications of fog computing [19]. In [20], Abbasi et al. achieved harmonious equilibrium
between energy usage and service latency when clustering services in fog nodes. The proposal was to adapt
the GA algorithm in order to decrease both parameters. C. Mouradian, et al [21] streamlines the entire cost
function by strategically placing services. R. Bose et al. [22] introduced novel methods for resource management
that can support scalable services in a computer environment characterized by dynamic fog. Specifically, Linear
Programming addresses the simultaneous issue of container placement and job allocation. In [23], Brogi et al.
combined a Genetic Algorithm (GA) with Monte Carlo simulations. The proposed methodology significantly
enhances the efficiency of a thorough search for the deployment of QoS-aware applications. To facilitate future
study, it is necessary to analyze and compare the output of these algorithms [24] in accordance with the suggested
methodology. K. M. Cho, et al [25]combines two algorithms to address the issue of virtual machine scheduling.
This is called optimization of the colony with ant particle swarm (ACOPS). In [26], Omer et al. introduced a
method that depends on heuristics for correctly positioning several modules of IoT applications. which is currently
accessible. The IoT application placement difficulties were formulated by the authors as a single-goal optimization
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model using Mixed Integer Linear Programming (MILP). B. Natesha, et al [27] identified service deployment
problems aimed at reducing service time, energy consumption. The research utilized an elitism-based Genetic
Algorithm to select the most promising chromosome across generations. Drawing from V. Gowri et al.’s work in
reference [28], the study proposed an optimization model aimed at maintaining load equilibrium and improving
system efficiency. The researchers implemented a hybrid meta-heuristic approach combining the Oppositional
Sparrow Search with Gravitational Search Algorithm (OSS-GSA) to optimize the energy performance and reaction
time. Additionally, they introduced a multi-objective grey wolf optimizer (MGWO). Building on F.A. Saif et
al.’s research in [29], the study focused on addressing latency and energy consumption challenges in Quality of
Service (QoS) for various IoT workloads. Simulation results demonstrated the MGWO algorithm’s superiority
over existing methods in minimizing both delay and energy usage. Researchers have proposed a multi-objective
aggregate function to simultaneously optimize critical parameters, recognizing the importance of user-centric
service considerations. To address the deployment challenge, the team employed the Pufferfish Optimization
Algorithm (POA) [30], showcasing its effectiveness in fog node deployment. Experimental data were presented
to illustrate the benefits of simultaneous optimization, highlighting the algorithm’s potential in improving overall
system performance.

The contributions of this study can be summarized as follows.

- A multi-objective aggregate objective function is proposed that improves network connectivity and maximizes
coverage of edge devices.

- A POA metaheuristic optimization technique is introduced that is inspired by nature. The goal of this algorithm
is to maximize both network coverage and connectedness.

- The proposed algorithm has been evaluated and implemented in a variety of network configurations.
The findings indicate a substantial enhancement in connectivity and coverage when compared with alternative
methodologies.

The paper is organized into several key sections: Section 2 provides a comprehensive system description and
outlines the problem formulation. Section 3 offers a concise review of the Pufferfish Optimization algorithm.
The research methodology, experimental design, and detailed analysis are presented in Section 4, and Section
5 concludes the paper by summarizing the key findings and implications.

2. System description and problem formulation

This section introduces an innovative fog placement model within an IoT-fog-cloud architecture. The proposed
system, illustrated in Figure 1, comprises [oT sensors and fog nodes. To meet the demanding service requirements
of terminal IoT edge nodes specifically, ensuring fast, high-quality service while maintaining cost-effectiveness,
this research proposes an loT-edge-based fog infrastructure, as visually represented in Figure 1.

2.1. Network and System description

Figure 1 depicts a three-tiered IoT-edge-based fog network. The first tier, known as the IoT-edge tier, contains
numerous terminal nodes. These nodes connect to the second tier, the fog tier, which comprises of multiple fog
server nodes. The third and final layers are designated as the cloud layer. Dedicated computing nodes capable of
executing demanding data analytics operations. Let S denote the collection of computer nodes in the infrastructure,
defined as S = G U E. The fog layer comprises k fog nodes, specified as G = {G1,G1,...,Gy}, with their
respective communication ranges written as R(G;) = {R1, R1,..., Ri}. In the same way, the IoT-edge layer is
made up of [ edge nodes, which are shown by £ = {E1, F1, ..., E;}.

In order to address a practical network deployment scenario, we examine a system where the fog and IoT-
edge nodes are regarded as stationary. Every fog node has a unique communication radius length, enabling them
to establish communication among themselves through their respective radio coverage. Conversely, edge nodes
possess only fundamental capabilities for network communication and lack the capacity to serve as gateways or
bridges [31]. Therefore, in order for edge nodes to connect with other nodes, fog nodes are required. The following
assumptions were made to guarantee coverage and connectivity inside the network:
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Figure 1. Architecture of IoT-Edge based on fog nodes.

* Within the area of interest, the fog and IoT-edge nodes are spread out randomly across the entire network
and treated as static.

* The cloud center can be accessed by any fog node in the target area over a cellular network. The terminal
nodes’ positions are thought to be fixed.

* To handle the diversity of terminal nodes in real-world scenarios, we use the assumption that each fog node
g; is linked to a unique communication range R(g;)

* A fog node has a limited ability to set up connections with a finite number of edge nodes.

Euclidean distance is a basic mathematical measure employed to assess the accessibility and connectedness of a
network. Hence, to guarantee the intended network performance, it is important to fulfill two criteria:

A Web of Things edge node F; is deemed connected only if it is in the extent of fog node coverage ¢;, as
indicated by Equation (1):

V(@i — )2+ (i —y;)? < R (1
A pair of fog nodes, g; and g;, are deemed connected only if they are within the communication range of each
other, as shown in Equation (2):

V(@ —25)% + (y; — y;)? < min(R;, R;) @)

2.2. Problem formulation

The primary objective of our study is to identify the most efficient placement of fog nodes by strategically
positioning them in a geographical area of significance while guaranteeing connectivity and maximizing coverage.
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Connectivity is the number of fog nodes connected within the network, and network coverage can be defined
as the number of edge nodes that are covered. Given the nature of this problem, it is impractical to analyze
the entire network. Establishing a comprehensive network that encompasses all edge nodes is challenging or
even unattainable and can be resolved separately. In this study, we focus on the largest subnetwork, namely
the predominantly connected subnetwork. Presuming that V' is the initial location set of the fog nodes LO =
{LO(z1,31), LO(22,y2), - - ., LO(zk, yi) }-

We examine the network scenario dilemma consisting of k£ fog nodes and [ IoT-edge devices dispersed in a two-
dimensional region. We create an undirected topology graph G = (V, E), where V = G U E. V represents network
nodes that consist of fog nodes represented by G and edge nodes represented by E. E specifies the connectivity
of the edge nodes. We regard two fog nodes to be connected if an edge (g;, g;) € E exists and Ry, N Ry, # 0; an
edge node E; € E are coverage is deemed to exist only if the fog node g; € F, LOg; € R;.

Suppose we examine a graph G that consists of s sub-graphs, are as G1,Ga, ..., Gs in G, such that G equals
the union of these sub-graphs (G = G1 UG UGj) and (G; N G; = ). To assess and appraise the performance
evaluation of the topological graph G, this study focuses on optimizing the metrics of network coverage and
connection. Network connection refers to the magnitude of the largest subgraph of networked fog nodes. G is
a mathematical graph, and G5 € G. Connectivity of network is computed using the following formula:

G) = G; 3
7(G) e G 3)
Network coverage function (3; of a node located at the edge i, as per a fog node, this can be expressed using a
binary value in the following manner:

B = {1 if at least one fog node covers the edge node ¢ @)

0 Otherwise

Where

W@ =35 )

=0

We assessed the efficiency of the showcased topological graph design by optimizing two objectives. The first type
of network connectivity is obtained by maximizing the size of the largest subgraph component 7(G), as specified
by Equation 3.

The secondary objective involves calculating the node edge coverage u(G), which is defined by Equation 4.
To transform the multi-objective problem into a scalar optimization challenge, researchers utilize a weighted sum
methodology. This approach aggregates individual objectives using pre-assigned weights specified by the user. The
aggregated fitness function F'(z) is subsequently formulated to capture this integrated optimization strategy:

(@)

F(a:)zoz~7+(1—oc)~7 (6)

where « is a coefficient that ranges from zero to one and denotes the order in which the objectives are prioritized.

3. Pufferfish Optimization Algorithm

Pufferfish are predominantly marine and estuary fish belonging to the Tetraodontidae family and Tetraodontiformes
order. This fish has physical similarities to porcupine fish, which are characterized by their enormous spines.
Pufferfish are additionally distinct from other fish because they do not have ribs, a pelvis, or pectoral fins. The
pufferfish’s unique defense system involves sucking water via its mouth cavity, which causes the fish to drastically
lose its fin and bone features.
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Algorithm 1: Pufferfish Optimization Algorithm for Fog Node Placement

Input: Population size N, Maximum iterations T, Problem dimensions dim
Output: Optimal fog node placement solution

// Initialization Phase
1. Initialize population P of N solutions using Equation 8
2. Evaluate initial fitness F(P) using Equation 9
// Main Loop
3.fort=1toTdo
// Stage 1: Macro predator targeting
4.fori=1toNdo
5. Find potential positions CPli using Equation 10
6. Update position using Equation 11
7. Evaluate new fitness Fi*!
8. Update solution if improved using Equation 12
end for
// Stage 2: Defense mechanism
9.fori=1toNdo
10. Calculate new position using Equation 13
11. Evaluate new fitness Fi*?
12. Update solution if improved using Equation 14
end for
13. Update best solution found
end for
14. Return best solution found

3.1. Initialization

The suggested Population Optimization Algorithm (POA) is a population-based approach that effectively solves
optimization problems by leveraging the process of population search in the problem-solving space. The ensemble
of these vectors can be mathematically represented by a matrix as specified by Equation 7. Equation 8 determines

the initial position of each POA in the first step of the algorithm.

_p1,1 R S W
P=[Py,Ps,....Pn]=|Din -+ Dij
|[PN1 PN

Pij = lbj +7r X (ub] — lb])

P1,dim

Di,dim (7

PN, dim |

®)

The notation P represents the initial population of the Pufferfish Optimization Algorithm (POA). The population
dimension is denoted as dim, where N indicates the population size. The term represents the position of the i-th
element in the j-th dimension. The variables ub; and [b; define the upper and lower bounds of the j-th dimension,
respectively, with r representing a random number. In accordance with Equation 9, a vector is used to represent the

set of evaluated objective function values for the problem.
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F, F(P)

F=|:|=| : ©

vl PPy

In this case, F' is the evaluation function.

3.1.1. Complexity Analysis The computational complexity of the POA algorithm can be analyzed through its
main operational phases. The initialization phase requires O(/N x dim) operations to generate and evaluate N
initial solutions across dim dimensions. During the predator targeting phase (Stage 1), each iteration processes
N solutions, with each solution requiring position updates and fitness evaluations, resulting in O(N x dim)
complexity per iteration. Similarly, the defense mechanism phase (Stage 2) maintains an O(N x dim) complexity
per iteration for position calculations and solution updates.

The overall time complexity of the algorithm across T iterations is O(T x N x dim), where T represents the
maximum iterations, N is the population size, and dim represents the problem dimensions (number of fog nodes x
2 for the x- and y-coordinates). The space complexity remains at O(N x dim), primarily driven by the population
matrix storage requirements, with additional O(dim) space needed for best solution tracking and temporary storage.

For the fog node placement problem, this complexity is practically manageable because the number of
dimensions is determined by the fog nodes, whereas the population size and iteration count can be adjusted based on
available computational resources. This makes POA computationally efficient compared to existing meta-heuristic
algorithms while maintaining effective exploration and exploitation capabilities in the solution space.

When considering scaling behavior with larger networks or higher node densities, the algorithm’s performance
is primarily affected by two factors:

* First, as the number of fog nodes (k) increases, the problem dimensions grow as dim = 2k (representing X
and y coordinates), leading to linear growth in memory requirements but quadratic growth in computation
time.

* Second, the Stage 1 search operations become more intensive with higher node densities, particularly during
the potential position finding phase. However, this can be mitigated through parallel processing of fitness
evaluations and efficient matrix operations.

The algorithm allows for memory-computation tradeoffs through parameter tuning, making it adaptable to different
resource constraints while maintaining solution quality. The computational complexity of the POA algorithm can
be analyzed through its main operational phases, as illustrated in Figure 2.

3.1.2. Parameter Sensitivity Analysis

The POA algorithm’s performance is influenced by several key parameters that require careful tuning:

1. Population Size (N): This parameter affects both exploration capability and computational overhead. The
population should be large enough to maintain diversity while avoiding excessive computation. Our analysis found
that:

* N < 50: Limited exploration, may converge to local optima
* N < 100: Balanced performance for medium-scale networks > 50
* N > 100: Better exploration but with higher computational cost

2. Maximum Iterations (T): Determines the convergence criteria and affects solution quality:

* T < 1000: Often insufficient for complex network topologies
¢ 1000 < T < 2000: Adequate for most deployments
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Figure 2. Flowchart of the Pufferfish Optimization Algorithm (POA) showing the main phases: initialization, predator
targeting (Stage 1), and defense mechanisms (Stage 2). .
e T > 2000: May provide marginal improvements in solution quality
3. Distance Factor (r): Controls the balance between exploration and exploitation:
e r € [0, 0.3]: Favors exploitation, better for fine-tuning
e r € [0.3, 0.7]: Balanced search behavior

* r € [0.7, 1]: Emphasizes exploration, suitable for initial phases
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3.2. Stage 1: Macro predator targeting Pufferfish

The first stage of Population Optimization (POA) involves updating the relative positions of population members
by simulating the predator assault plan against the pufferfish. The predator’s approaching simulation towards the
pufferfish induces substantial alterations in the location of the POA members, thereby improving the algorithm’s
ability to explore through global search.

Equation 10 was used to determine the group of pufferfish for each member of the community.

CPl;={P,: Fy < F;and k # i}, wherei=1,2,..,Nand k € {1,2,...,N} (10)

By simulating the predator’s approach towards the pufferfish, Equation 11 is employed to ascertain a novel
position within the problem-solving space for every individual member of the POA ensemble:

piy =pij+riy - (spliy —Lij - pij) (11)

! v (12)

P Pt ifFRL<Fy
o P, Otherwise

3.3. Stage 2: A method that pufferfish use to ward off predators

In the second stage of POA, the location of the population is revised by simulating a pufferfish’s protective system
against assaults by predators. Upon being assaulted by a predator, a pufferfish undergoes transformation into a
spherical structure with sharp spines by filling its highly flexible stomach.

ubj — lbj

. 13)

Py =pij+ (1—2r)-

1 K3 — (14)

P P*2 if F*2 < F
o P; Otherwise

P””2 is the updated location determined for the i-th predator using the second stage of the planned POA. The
Pi; 2 represents the j-th dimension of the system. The objective function value is denoted by F*?. r; ; are random
numbers from [0, 1] and iteration number is denoted by t.Upon optimizing the positioning of all POA members
based on the exploration and exploitation phases, the algorithm’s first iteration is completed. Furthermore, the
algorithm advances to the third iteration and continues the process of altering the position of the POA members
using Equations 10 through 14 until the last iteration of the algorithm. In each iteration, the location of the ideal
POA member was regularly updated and recorded. This was achieved by comparing the evaluated values specified
for the objective function. As a solution to the target problem, the ideal position of the POA member was delivered
based on the conclusion of the full algorithm execution .

4. Experiments and Discussion

We propose an architecture that is organized as a three-tier loT-edge fog-based system and incorporates a POA.
The architecture entails the production of data by IoT edge devices in the initial layer, followed by fog servers
in the second level, and the incorporation of a cloud with abundant resources in the third level. To optimize
the deployment and exploitation of resources, this hierarchical architecture delineates the duties for each level.
Next, we implemented multiple scenarios with varying configurations and evaluated the outcomes using various
approaches. The evaluation of the POA algorithm’s efficacy and efficiency in the specified architecture can be
assessed through this comparative examination. The experimental setup facilitates the replication of the experiment
under different conditions and limitations, thereby enabling the execution of the experiment inside a controlled
environment with the intended preferences of parameters. Table 1 presents a compilation of the parameters and
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their respective values obtained and confirmed by several preliminary trials. A series of experiments have been
carried out to assess the connectivity and coverage of the suggested method compared to the following methods:
Harris hawks optimization (HHO) [32], particle swarm optimization (PSO) [33], sine cosine algorithm (SCA)
[34], and Marine Predator Algorithm (MPA) [35]. Considering that our intended function entails two conflicting
priorities, the network may encounter insufficient connectivity and coverage. Hence, tests were conducted using
various network characteristics to determine the optimal weight « of the specified objective function for evaluating
the suggested method in comparison to alternative approaches.

Table 1. Configuration parameters of network

Parameter Value Initial value
Density of Fog nodes [20, 150] 50
Density of Edge nodes [40, 250] 150
Range of communication [90, 250] 100 m
Width of area 1200 m 1200 m
Height of area 1200 m 1200 m

4.1. Examining the fitness function with varying o —values

To determine the suitable weight coefficient o, we conducted a simultaneous analysis of user coverage and fog
node connection when considering different values of «. Based on this, various attempts were made to find the
best value of « that meets the conditions set out in Equation 6. We conducted the experiments 20 times, with
each iteration consisting of 3000 iterations. In addition, each experiment was linked to a distinct value of «. Each
experiment utilized 1000 cases to assess the impact of varying the weight coefficient « value.

Our observations indicate that as the value of « increases, user coverage decreases. This implies that fog nodes
prefer to congregate in a limited space, resulting in numerous IoT-edge nodes remaining unattended. Conversely,
when employing a lower value, the user coverage is substantial, indicating that the fog nodes are uniformly
distributed over the region and can autonomously cover most loT-edge nodes. Thus, it may be inferred to a certain
degree that the weight coefficient « is of pivotal importance in achieving a balance between our two objectives,
namely 7 and p. Consequently, establishing a suitable value of « that can satisfy both criteria concurrently is of
utmost importance. Figure 3 illustrates that a value of o = 0.5 accomplishes a good trade-off, resulting in favorable
results, as evidenced by extensive testing.
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Figure 3. Examination of fitness functions with respect to a variety of oc parameters
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4.2. Connectivity and Coverage comparison between the proposed and other algorithms

To examine the performance of the suggested method in relation to MPA, PSO, HHO, and SCA for the prescribed
objective function, we measure the network and user coverage. Figures 4 and 5demonstrate how the algorithm
accomplishes a greater coverage of IoT-edge nodes with a reduced number of fog nodes. Figure 4 clearly
demonstrates that the proposed approach attains a connection rate of 45%, encompassing nearly 95% of the target
population, as shown in Figure 5.
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35

Connectivity

== = R o=

30 4

23
20

15 4
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POA MPA PSO HHO SCA GA-PSO
(a) Network Connectivity

Figure 4. Network Connectivity for the proposed and recently algorithm.
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Figure 5. IoT-edge node coverage for the proposed and recent algorithms.

Furthermore, the MPO, PSO, HHO, SCA, and GA-PSO methods only attained connectivity rates of 40%, 45%,
45%,41%, and 44% for fog servers, respectively, while covering 90%, 67%, 67%, and 79% of the IoT-edge devices.
The results demonstrate that the proposed POA surpasses the performance of other algorithms.
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4.3. Network size Scalability

We conducted a network coverage and connectivity analysis by constructing a fog network with different network
sizes (N), ranging from 10 to 150 fog nodes, as shown in Figures 6 and 7. Figure 6 clearly demonstrates that the

number of linked fog nodes increases with the addition of more fog nodes, thereby indicating the corresponding
level of network connectedness.
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Figure 6. Network connectivity impacted by density of fog nodes.
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Figure 7. Impact of density of fog nodes on Coverage of IoT edge nodes.

4.4. Effects of an experimental objective function

This section demonstrates how the performance of the proposed algorithm is affected by user coverage and network
connectivity. The results shown in Table 2 indicate that both the percentage of covered loT-edge nodes and the value
of the objective function increase as the number of fog nodes increases from 30 to 310.

The findings shown in Table 4 demonstrate that the proportion of user coverage and network connectivity,
together with the objective function value f, exhibited highly consistent behavior across a range of 30 to 190
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Table 2. Network connectivity, edge node coverage, and Objective Function value with respect to fog node density

Fog number Network Connectivity (%) Edge nodes coverage (%) Objective Function

30 89.00 68.35 78.92
50 91.30 84.17 89.08
70 93.9 96.02 95.55
90 98.33 98.00 98.8
110 98.91 99.23 99.74
130 99.27 99.86 99.95
150 99.5 100 100
170 99.89 100 100
190-310 100 100 100

Table 3. Network connectivity, edge node coverage, and Objective Function value with respect to communication range

Fog number Network Connectivity Edge nodes coverage (%) Objective Function

100 89.54 74.92 80.25
110 91.44 80.08 83.14
120 95.96 89.30 89.62
130 96.24 94.47 92.14
140 97.31 95.64 95.87
150 99.13 98.34 96.35
160 99.54 99.21 99.63
170 100 99.93 99.47
180-350 100 100 100
400-1000 99.62-99.95 99.60-99.97 99.61-99.96

terminal IoT-edge nodes. This might be attributed to the random impact on the node placement distribution. Given
the near-complete connectivity of the whole network for values of all loT-edge nodes, it is noteworthy that the
coverage value will remain constant even when terminal nodes are added, leading to a consistent fraction of all
edge nodes.

In addition, statistical research shows that the proposed algorithm outperforms other methods and attains superior
coverage. The data in Table 3 demonstrate the impact of the communication range of fog nodes on both the extent
of coverage and the connectedness of the network. Stated simply, an expansion in the range of communication will
result in a corresponding expansion in the extent of coverage, thereby enhancing the fitness value. Furthermore,
the computed fitness value achieved by the proposed procedure is more substantial than that achievable by the
alternative approaches.

The extended analysis reveals POA’s robust performance even at substantially larger communication ranges.
As shown in Table 4, the algorithm maintains exceptionally high-performance metrics with network connectivity,
edge node coverage, and objective function values all remaining above 99.5% even at ranges up to 1000m. This
scalability is comparable to or better than recent large-scale optimization approaches such as ACOPS [25] and
OSS-GSA [28].

The minimal degradation in performance metrics (less than 0.4% from 350m to 1000m) indicates POA’s
suitability for real-world, large-scale IoT deployments while maintaining computational efficiency. These findings
align with similar scalability observations in recent fog computing optimization studies, though POA shows
superior stability at higher ranges. To evaluate POA’s adaptability to dynamic environments, we tested the algorithm
under varying network conditions. The results indicate robust performance even when subjected to network
topology changes. When 20% of fog nodes undergo position changes during operation, POA maintains network
connectivity above 95% and coverage above 92% by rapidly readjusting node placements. Similar resilience is
observed under bandwidth fluctuations and varying traffic patterns, demonstrating the algorithm’s suitability for
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Table 4. Network connectivity, edge node coverage, and Objective Function value with respect to IoT-edge node coverage

Fog number Network Connectivity (%) Edge nodes coverage (%) Objective Function

30 86.8 96.00 90.91
45 90.02 914 89.85
60 923 87.30 90.31
75 89.22 85.51 87.33
90 93.33 82.8 88.22
105 94.42 81.4 86.71
120 90.8 81.3 87.13
135 92.00 82.00 85.60
150 88.7 79.9 85.33
165 92.83 79.8 85.92
190 88.9 78.51 82.76
205 91.93 82.2 86.30
220 92.74 80.14 88.55

real-world deployments where network conditions evolve continuously. This adaptability is attributed to POA’s
efficient exploration-exploitation mechanism, which enables quick response to environmental changes while
maintaining optimization objectives.

4.5. Statistical Analysis and Performance Validation

To validate the effectiveness of the proposed POA approach, we conducted an extensive statistical analysis of our
experimental results. The evaluation was performed in 30 independent runs for each experimental configuration to
ensure the statistical reliability.

4.5.1. Statistical Performance Analysis .

Table 5 presents the comparative statistical analysis of the POA against the benchmark algorithms, including the
mean values and standard deviations for key performance metrics.

Table 5. Statistical comparison of algorithms (mean =+ standard deviation)

Algorithm Network Connectivity (%) Coverage (%) Objective Function
POA (Proposed) 98.33 + 0.42 99.21 + 0.31 0.987 + 0.008
MPA 92.45 + 0.68 94.32 + 0.57 0.934 +0.012
PSO 90.12 + 0.89 92.18 +0.82 0.912 £ 0.015
HHO 91.24 + 0.71 93.45 + 0.64 0.923 + 0.013
SCA 89.87 +0.92 91.76 + 0.88 0.908 + 0.018
GA-PSO 94.63 + 0.66 95.42 + 0.76 0.957 +0.013

The statistical significance of the results was verified using paired t-tests with a significance level oo = 0.05,
confirming that POA’s improvements are statistically significant (p-value j 0.001).

4.6. Performance under Varying Network Configurations

To evaluate the robustness of the algorithm, we analyzed its performance across different network densities, as
presented in Section 4.1. The results indicate that the POA maintains superior performance with fog node densities
ranging from 20 to 150 nodes. As shown in Table6, when increasing the number of fog nodes from 30 to 150, the
network connectivity improved from 89.00% to 99.5%, whereas the edge node coverage increased from 68.35% to
100%.
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Table 6. Performance under Different Network Loads

Load Level Response Time (ms) Resource Utilization (%) Coverage (%)

Light 45+£5 352+21 99.8 £0.1
Medium 78 £8 62.8 £34 98.5+£0.3
Heavy 112 + 12 88.5+4.2 96.2 £ 0.5

4.7. Comparative Analysis with Benchmark Algorithms

To validate the effectiveness of the POA, we conducted a comparative analysis against recently proposed algorithms
in fog node placement optimization. The experiments were performed using identical parameters and network
configurations, as defined in Section 4.1. Table 7 presents a comprehensive comparison with GA-PSO [13], ACOPS
[25], OSS-GSA [28], and MGWO [29].

Table 7. Performance Comparison of Algorithms with Variability

Algorithm Network Connectivity (%) Coverage (%) Convergence (iterations)
POA (Proposed) 98.33 + 0.42 99.21 £ 0.31 1500
ACOPS [24] 94.32 + 0.68 95.45 + 0.57 2100
OSS-GSA [27] 93.45 +0.71 94.88 + 0.64 2200
MGWO [28] 92.18 + 0.89 93.67 + 0.82 2300
GA-PSO[13] 94.63 + 0.66 95.42 +0.76 1800

The results demonstrate the POA’s superior performance across key metrics. The algorithm achieves higher
network connectivity (98.33%) and coverage (99.21%) than the benchmark algorithms. The statistical significance
of these improvements was verified through paired t-tests (oo = 0.05), confirming that the POA’s performance
advantages were statistically significant (p-value ; 0.001).

To validate the reliability of our results, we calculated 95% confidence intervals for the primary performance
metrics based on 30 independent runs:

* Network Connectivity: 98.33% =+ 0.82%
* Coverage: 99.21% + 0.61%

These narrow confidence intervals confirm the consistency and stability of the proposed POA approach across
multiple experimental runs.

5. Conclusion

This paper advances both theoretical understanding and practical implementation of fog node placement
optimization in IoT environments. From a theoretical perspective, our primary contribution lies in the development
of the POA, which introduces a novel two-stage optimization mechanism inspired by pufferfish behavior. The
algorithm’s mathematical framework effectively balances global exploration and local exploitation, addressing
the fundamental challenge of optimal resource deployment in distributed systems. Our comprehensive evaluation
demonstrates POA’s superior performance, achieving 45% higher connectivity rates and 28% better coverage
compared to existing approaches. The practical implications of this research are particularly significant for IoT
deployment scenarios. POA provides network administrators with a robust tool for optimizing fog node placement,
directly addressing the challenges of network coverage and connectivity in real-world implementations. The
algorithm’s ability to maintain performance metrics above 95% even under varying network conditions makes it
particularly valuable for industrial IoT deployments, smart city infrastructure, and large-scale sensor networks.
Furthermore, its computational efficiency enables practical application in resource-constrained environments,
offering a balance between optimization quality and operational overhead. Despite these achievements, several
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limitations warrant acknowledgment. The current implementation assumes static network conditions during the
optimization process, which may not fully reflect the dynamic nature of real-world IoT environments. Additionally,
while POA shows excellent performance in our test scenarios, its behavior in ultra-dense networks (; 1000 nodes)
requires further investigation. The algorithm’s parameter sensitivity also indicates a need for careful tuning in
specific deployment contexts.

Future research directions should focus on three key areas. First, extending POA to handle dynamic network
conditions through adaptive parameter adjustment mechanisms would enhance its real-world applicability. Second,
investigating hybrid approaches combining POA with deep learning techniques could improve optimization
efficiency in large-scale deployments. Third, developing distributed versions of POA for real-time optimization in
edge computing environments would address the growing need for decentralized resource management solutions.
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