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Abstract Multi-document summarization and question-answering (QA) have become pivotal tasks in Natural Language
Processing (NLP), facilitating information extraction and decision-making across various domains. This systematic review
explores the evolution of algorithms used in these tasks, providing a comprehensive taxonomy of traditional, modern,
and emerging approaches. We examine the progression from early extractive methods such as TF-IDF and TextRank, to
the advent of neural models like BERT, GPT, and T5, and the integration of retrieval-augmented generation (RAG) for
QA. Hybrid models combining traditional techniques with neural approaches and graph-based methods are also discussed.
Through a detailed analysis of algorithmic frameworks, we identify key strengths, weaknesses, and challenges in current
methodologies. Additionally, the review highlights recent trends such as unified models, multimodal algorithms, and the
application of reinforcement learning in summarization and QA tasks. We also explore the real-world relevance of these
algorithms in sectors such as news, legal, medical, and education. The paper concludes by outlining open research directions,
proposing new evaluation frameworks, and emphasizing the need for cross-task annotations and ethical considerations in
future algorithmic development.
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1. Introduction

In an age of rapid and exponential creation of textual data, the need for advanced techniques for extracting,
processing and reasoning over information cannot be overemphasized. Of the core natural language processing
(NLP) tasks multi document summarization, and question answering (QA) have become indispensable in both
research and application [1][2]. In the former, information from multiple textual sources is synthesized into
a coherent and concise summary to aid users gathering much needed insights from very large documents [3].
Similarly, QA systems seek to deliver accurate, context appropriate answers to user posed questions, constituting
as a vital information retrieval tool in applications ranging from health care to education as well as business
intelligence [4]. These tasks work together to provide the backbone of many of today’s AI driven systems that
are going to help us augment human decision making and help us get access to information.

This domain ranges from traditional rule based and statistical approaches to modern deep learning and hybrid
approaches. There are a bunch of information extraction and summarization algorithms that are based on, for
example, graph-based methods or latent semantic analysis and helped people nail the problem of returning a unified
answer from multiple heterogeneous sources [5] [6]. Although this worked well, these methods, more often than
not, had difficulty in capturing semantic nuances, or reasoning over complicated relationships present in the given
text. With the advent of deep learning and transformer-based architectures (BERT, GPT and T5) models are now
able to contextualize, summarize and reason over textual data with tremendous accuracy [7]. The latest trends in
this area are emerging, like hybrid approaches that integrate both symbolic reasoning with neural networks and the
creation of Explainable AI (XAI) models that help predict and reason about possible futures [8].
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However, the domain has its challenges. One major challenge in multi document summarization is to ensure that
the produced summary is coherent and non-redundant across a variety of sources that differ in style, structure and
content [9]. Challenges such as handling ambiguous or incomplete queries, reasoning over multiple passages to
find accurate answers, and making sure the responses are always resilient to adversarial inputs are present in QA
systems [10]. Moreover, both tasks suffer from the scalability problem when handling big data and demand for
domain adaptation to serve specific domains such as law, medicine.

By innovative techniques, many of these challenges have been recently overcome. In recent years, Transformer
based models have introduced self-attention mechanisms that enable better treatment of long sequences of text and
in general provide better contextual understanding and reasoning [11]. In order to generate summaries with higher
coherence and higher informativeness than existing retrieval–based methods, reinforcement learning and reward–
based optimization have been applied [12]. Multi hop reasoning Models and retrieval Augmented Generation
(RAG) Frameworks have improved ability to reason over disperse and complex information for QA [13] [14].
On top of this, domain specific fine tuning and few shot learning strategies have further propelled these systems to
learn for specialized applications with very little labeled data.

The objectives of this systematic review are as follows:

• To provide a taxonomy of algorithms used in multi-document summarization and QA.
• To highlight trends in the development and application of these algorithms.
• To discuss the challenges associated with existing approaches.

This review aims to explore the progression from extraction to reasoning in multi-document summarization
and QA, focusing on the algorithms that drive these tasks. By analyzing the evolution of techniques, identifying
persistent challenges, and highlighting recent trends, this review seeks to provide a comprehensive understanding
of the state of the art and propose directions for future research.

2. Background and Evolution

Over the years, the fields of multi-document summarization and question answering (QA) have been transformed
from simple extraction approaches to detecting complex reasoning strategies [1] [2]. This evolution is due to an
increase of task complexity and demand for systems that are able to process broad and large volume textual data.

2.1. Early Techniques in Summarization

In the cases of summarization, early approaches tended to be extractive, with a focus on performing the task of
identifying the sentences or phrases containing the most responsible information from the source documents [15].
Early research was dominated by techniques such as Term Frequency-Inverse Document Frequency (TF-IDF),
lexical chains, or graph-based ranking methods, e.g. TextRank [16] [17]. Each of these methods used statistical
properties of the text, like word frequency and sentence similarity, as the key means of information identification.
These techniques proved good at creating summaries with the same words as the original but their ability to provide
coherency and retain the semantic relationships among sentences was diminished. Since extractive methods have
their limits, abstractive summarization moved in as an alternative, by generating summaries by rephrasing and
synthesizing of information all by way of mimicry in the human-like summarization style [18].

2.2. Evolution of Question-Answering Systems

The evolution of QA systems from more rule-based approaches to advanced neural architectures is observed,
while presenting different types of pitfalls and suggestions [16]. Early QA systems were restricted to selecting
from the resources of structured databases or predefined templates by using handcrafted rules and ontologies [19].
These were in domain specific and unsuitable for processing unstructured data or ambiguous queries. But it was
the advent of deep learning that really changed QA by teaching statistical methods how to generalize better across
domains, using statistical methods that the machine learning pioneers had introduced before [20]. Systems that use
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sequence to sequence architectures together with attention mechanisms based on neural networks could understand
and draw logical conclusions from raw text [21]. Even more, these models build upon transformer-based models,
such as BERT, RoBERTa, and GPT, which have achieved state of the art results in many downstream applications,
providing powerful contextual representation, multi hop reasoning ability, and better handling of complex queries
[7].

2.3. Role of Large-Scale Datasets in Algorithm Development

Both summarization and QA have had to develop large-scale, high-quality datasets, to further their
advancements. Most neural summarization datasets (e.g. MultiNews and CNN/Daily Mail) have provided diverse,
multi-document contexts to train and evaluate the modern algorithms. Then datasets similar to SQuAD (Stanford
Question Answering Dataset), Natural Questions, and HotpotQA have seen other benchmarks be set in the QA
space such that different models that are very good at comprehension and reasoning can be made [22] [23]. Not only
have these datasets been used to train through, but they have also become a foundation for shared tasks/leaderboards
and a breeding ground for friendly competition and innovation.

3. Algorithmic Frameworks

Various algorithmic approaches has been tried for multi-document summarization and for question answering
(QA) as shown in Figure 1. Broadly speaking, these may be classified as traditional methods, e.g. techniques that
are statistical, rule based, or graph based, or as more recent machine-learning, or deep-learning ones [16]. In this
section, we will discuss traditional techniques more detailed, such as extractive summarization methods, rule-based
QA systems, and graph-based techniques for reasoning and contextual representation.

Figure 1. Taxonomy of the MDTS and QAS Frameworks.
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3.1. Extractive Summarization Techniques

Extractive summarization focuses on selecting the most relevant sentences or passages from a set of documents
to create a concise summary as shown in Figure 2. A widely used method is TF-IDF (Term Frequency-Inverse
Document Frequency), which evaluates a word's importance by combining its frequency in a document (TF)
with its rarity across the corpus (IDF). This approach identifies terms that are frequent within a document but
uncommon across the dataset, making them more informative. Term-based methods, often employing the Bag-of-
Words (BOW) model with TF-IDF or its variations, are foundational in extractive summarization.

Figure 2. General Architecture of Extractive Summarization Techniques.

Advanced methods like Maximum Coverage and Less Redundancy (MCLR) [24] address optimization
challenges by formulating multi-document summarization as a quadratic boolean programming problem, balancing
content coverage and redundancy [25]. Additionally, a bottom-up strategy proposed by [26] organizes sentences
using criteria such as chronology, topical relevance, precedence, and sequence to improve coherence and ordering
[27].

TF-IDF assigns a higher score to words that are frequent in a specific document but rare across the corpus,
allowing the summarization model to prioritize sentences containing such words. While effective for identifying
important terms, TF-IDF-based methods are limited by their inability to capture the semantic meaning and
interrelations of sentences in the document.

Another notable technique is TextRank, a graph-based approach similar to the PageRank algorithm used by
search engines. TextRank builds a graph where each sentence in the document is a node, and edges between nodes
represent the similarity between sentences. The graph is iteratively ranked, and the sentences with the highest
scores are selected for the summary. The similarity between two sentences is typically calculated using cosine
similarity on the word embeddings or term frequency vectors.

TextRank operates as follows: construct a graph of sentences, calculate sentence similarity scores using cosine
similarity, rank the sentences using the PageRank algorithm, and select the top-ranked sentences for the summary.
Similarly, LexRank is another graph-based method, but it uses the cosine similarity of sentence vectors for creating
sentence clusters. It builds a weighted graph where edges represent the similarity between sentences, and sentences
are ranked based on centrality within the graph. Mihalcea and Tarau [17] were the first to introduce TextRank,
demonstrating its effectiveness in unsupervised extractive summarization tasks by leveraging graph-based ranking
for identifying key sentences. Erkan and Radev [28] extended this concept with LexRank, which incorporates the

Stat., Optim. Inf. Comput. Vol. 13, Month 2025



EMMANUEL T. EFOSA-ZUWA,OLUFUNKE OLADIPUPO AND JELILI OYELADE 2533

idea of eigenvector centrality to identify the most informative sentences in a graph. [29] further improved these
methods by integrating global and local information into the ranking process, enhancing the quality of summaries.
These advancements underscore the versatility of graph-based methods in text summarization.

3.2. Rule-based QA Systems and Information Retrieval Techniques

Early on QA systems were largely rule based, in that system was bound to predefined rules and templates that
allowed the question and its answer from structured or semi structured data as shown in Figure 3. These would
be natural language query processing systems, with a set of heuristics (or logic rules) that map query ambiguous
queries into sensible responses. The drawback of the rule-based systems is that they cannot handle uncertain or
complex queries that cannot match predefined templates. But in practice, they commonly use manually constructed
knowledge bases or ontologies that take too long to build and are too inflexible for dynamic, unstructured data.
However, several studies[30][31] [32] [33] primarily adopted traditional approaches like monolithic architecture,
morphological analyzers, and binary expression for question answering. Techniques such as JAVELIN [32] and
Passage retrieval methods [34] were explored in 2007 and 2008, showcasing the foundational exploration of rule-
based and information retrieval-based methods in the field

Figure 3. General Architecture of Rule Based Techniques.

Information retrieval (IR) is a key component of rule-based QA systems, conducting a search of a large corpus
for a collection of relevant documents or passages to answer a user query. The typical workflow in an IR-based QA
system is as follows:

1. Parse the query to understand the intent and entities.
2. Retrieve candidate documents or passages based on keyword matching or semantic similarity.
3. Extract the most relevant information from the retrieved texts to generate an answer.
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In simple rule-based IR systems, techniques such Boolean retrieval and vector space model were frequently used
such that the query is exactly matched to the documents based on the presence of keywords or the documents and
the query is represented as the vector in multidimensional space respectively. However, most of these methods do
not capture deeper content meaning or relationships between entities.

3.3. Graph-based Techniques for Reasoning and Contextual Representation

The prominent methods in summarization and QA since they help represent various relationships between
entities &concepts using graphs. Hence, multi-hop QA tasks require reasoning over multiple information sources
and graph-based reasoning turns out to be most reliable. Text can also be put into a form of a graph in which nodes
are entities, sentences or concepts whereas edges represent relations or similarities between the nodes. It contains
realizations of techniques for traversal of these graphs, for instance, breadth-first search (BFS), depth-first search
(DFS), to answer queries or for creating summaries. Some works in this area include; [35], which put forward
LexRank for extractive summarization, where the idea is based on the eigenvector centrality of the sentences in the
similarity graph, and [28], were they introduced LexRank with special focus on the computation of the relevance
values of the sentences.

However, [17] used TextRank that uses the graph ranking methodology for text processing such as text
summarization. These pioneering studies provided a basis for using graph structures to model document
relationships efficiently and make summaries comprehensive of various content from many documents. These
methods produce accurate and clear multi-document summaries as they postulate that related sentences are
connected in the graph.

3.4. Modern Neural Approaches

Around the advent of neural networks, most notably deep learning models, the landscape of multi document
summarization and question answering (QA) has evolved. These approaches use large scale datasets and
sophisticated architectures to obtain extraordinary performance on confronting complex language tasks. In this
section, we take a closer look at some of the most modern neural approaches: Transformer based models, sequence
to sequence models, and retrieval-augmented generation (RAG).

3.4.1 Transformer-Based Models

Natural language processing (NLP) saw a revolution with transformer-based models that are able to capture
contexts and model long range dependencies. These models are built around the block of the of self-attention,
which computes over all tokens in a sequence at the same time and hence can be efficiently parallelized and be
more robust at getting contextual information.

• BERT (Bidirectional Encoder Representations from Transformers):

BERT is a bidirectional transformer model pre trained on large corpus with masked language modeling and
next sentence prediction tasks. It also does extremely well on contextual understanding, and it takes into account
what has come before as well as what comes after a sentence. BERT fine –tunes on datasets like SQuAD for QA
to extract specific answers from a passage. For example, Japanese how-to tip QA [36] dataset was developed to
address the scarcity of data in non-factoid QA, with potential applications to other languages. BERT [37] [38]
[39] has shown remarkable improvements in various tasks such as passage re-ranking, document retrieval, and
passage retrieval. However, it is important to acknowledge its limitations, including input length restrictions and
reliance on weak supervision. Furthermore, the combination of BERT with traditional models like BM25 [10],
has provided both precise answers and paragraph-sized summaries for different types of questions, emphasizing
the need for further investigation into incorporating deep learning and enhancing entity relationships. MD-NFQA
[40] addressed a crucial resource gap in Multilingual Non-Factoid QA, although it had limitations in capturing
annotator behavior due to constraints in the evaluation interface.

• GPT (Generative Pre-trained Transformer):
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GPT is a unidirectional transformer model optimized for text generation. It predicts the next token in a sequence,
making it particularly effective for abstractive summarization and generative QA. Unlike BERT, GPT processes
input text in a left-to-right manner, focusing on autoregressive modeling. Its architecture allows it to generate
coherent and contextually relevant text, making it a preferred choice for tasks requiring natural language generation.
Radford et al. [41] introduced GPT, showcasing its ability to generate human-like text by leveraging unsupervised
pretraining on large corpora. Brown et al. [42] further expanded on this with GPT-3, demonstrating its remarkable
capacity for few-shot learning and its effectiveness across a wide range of language tasks, including summarization
and QA. These contributions underscore GPT's transformative impact on natural language processing.

• T5 (Text-to-Text Transfer Transformer):

T5 formulates all input/output in text-to-text format by converting all inputs and outputs into string of text. For
summarization and QA, it is evident that T5 outperforms all the model by transforming them into sequence-to-
sequence problems that provide the input documents and questions and get the output summaries and answers,
respectively. For instance, Raffel et al.[43] proposed T5 that it is a text-to-text transfer transformer that can be
applied to a wide variety of benchmarks. Khashabi et al. [44] investigated its applicability to open-domain QA
and demonstrated how, depending on those datasets, a PTM fine-tuned model is the most effective. Further, Lewis
et al. [14] put forward another strategy called retrieval-augmented generation (RAG) that combines retrievers and
transformer models such as T5 for QA tasks need factual contents from outside world.

• BART (Bidirectional and Auto-Regressive Transformers):

BART combines the strengths of BERT and GPT, employing a denoising autoencoder structure. It is pre-
trained by corrupting text and learning to reconstruct it, making it robust for abstractive summarization and QA.
BART’s encoder-decoder architecture enables it to process input text bidirectionally while generating output text
autoregressively. For example, [45] presents an extract-then-abstract Transformer framework for Multi-Document
Summarization (MDTS). It uses pre-trained language models such as BART to create a hierarchical extractor and
abstractor for salient sentence selection and content rewriting.

3.4.2 Sequence-to-Sequence Models for Summarization and QA

Seq2Seq models form the backbone of many summarization and QA systems, leveraging an encoder for input
sequence processing and a decoder for output generation. These models often integrate attention mechanisms,
enabling the decoder to focus on the most relevant parts of the input during generation as shown in Figure 4.
Early Seq2Seq architectures, such as LSTM-based models, achieved notable success in summarization tasks.
However, modern transformers like BART and T5 have surpassed them, offering superior handling of long and
complex contexts. In QA, Seq2Seq models combined with reranking are employed to generate abstractive answers,
even when the exact answer is not explicitly stated in the text. For instance, See et al. [46] enhanced Seq2Seq
summarization by introducing pointer-generator networks to address out-of-vocabulary words and improve factual
consistency. Similarly, Raffel et al. [43] demonstrated the versatility of T5 by reframing NLP tasks, including
summarization and QA, into a unified text-to-text format, achieving state-of-the-art results across multiple
benchmarks. These advancements underscore the evolution and adaptability of Seq2Seq models in NLP tasks.

Figure 4. General Architecture of Sequence-to-Sequence Models for Summarization and QA.
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3.4.3 Retrieval-Augmented Generation (RAG)

Recognizing the limits of the QA capacity of generative models, Retrieval-Augmented Generation (RAG) combines
information retrieval with generative models to enhance performance in open-domain QA tasks. RAG systems
consist of two main components: the retriever, which fetches relevant passages from a large corpus using vector
embeddings like Dense Passage Retrieval (DPR) for efficient semantic similarity searches, and the generator, which
synthesizes answers by passing the retrieved passages and input query to a generative model such as BART or T5 as
shown in Figure 5. By grounding generated answers in retrieved evidence, RAG mitigates the risk of hallucinating
incorrect information, ensuring relevance and accuracy.

Figure 5. General Architecture of RAG based Models Summarization and QA.

Notable contributions include Lewis et al. [14] who introduced the RAG framework, demonstrating its superior
performance by integrating dense retrieval and generative capabilities for grounded QA. Similarly, Karpukhin et al.
[47] developed DPR, which significantly improved the retriever's efficiency and accuracy by leveraging bi-encoder
architectures for passage ranking. These works collectively highlight the robustness of RAG in addressing the
limitations of standalone generative models.

3.5. Hybrid Approaches

Hybrid approaches are a synthesis of traditional methods and neural models trying to exploit both paradigms’
advantages. In particular, these approaches are extremely effective in situations where neural models have
contextual understanding that can help the structured reasoning of traditional algorithms. The rest of this section
describes how these methodologies are combined, and in particular examines graph based reasoning and contextual
representation tools.

3.5.1 Combining Traditional Methods with Neural Models

Meanwhile, hybrid frameworks combine exploratory techniques such as rule based algorithms or a statistical
technique as a preprocessing or feature engineering stage and serve enriched data to a neural approach for better
performance results as shown in Figure 6. In particular, this integration improves on tasks where structured
information and deep contextual understanding are both important such as multi document summarization and
question answering (QA).
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Figure 6. General Architecture of Neural Networks and Traditional Models.

• Feature Augmentation:

In traditional approach, it is common to employ methods like TF-IDF or Part of Speech (POS) tagging to extract
certain important information features from a particular document which we consider important based on our ratio
formula. These features could be further complemented by embeddings from other neural language models such as
BERT or GPT to improve the quality of the summaries. This work by Mikolov et al. [48] also presents Word2Vec
a neural model for word embeddings which overcame the limitations of the traditional features map enhancement
by also capturing semantic information. Incorporating this notion further, with a model as powerful as BERT,
[49] worked with transformer that has the capacity to produce contextualized embeddings for the text leading to
the enhancement of text summarization and QA tasks. Liu and Lapata [50] elaborately explained how the use of
BERT-based models scores higher than prior techniques on both extractive as well as abstractive summarization
due to the integration of pre-learned representations as well as per-sentence features.

• Pipeline Architectures:

Neural models are provided passages by hybrid QA systems based on the traditional information retrieval
methods for the BM25. This helps in maintaining more relevancy context specific that actually helps the neural
model in reducing computational complexity and enhances the results accuracy. For example, a hybrid pipeline may
apply TF-IDF for identifying suitable passage(s) from two or more documents, and then incorporate a transformer
model like BERT to fine-tune the process and generate a summary or an answer. Robertson & Zaragoza [51] did
the basic work on BM25 in detail and described how it achieves high ranking precision through term frequency
and inverse document frequency. Chen et al. [52] showed that incorporating TF-IDF with neural readers can be
used in open-domain QA, and incorporating systems such as DrQA that are retrieval along with neural models that
could be used for end-to-end answering. Subsequently the authors [47] proposed Dense Passage Retrieval (DPR),
in which, hybrid QA was stepped up by using dense embeddings with a transformer-based retriever in getting better
candidate selection and response formulation.
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3.5.2 Graph-Based Techniques for Reasoning and Contextual Representation

Graph based techniques have emerged as a powerful tool for summarization of multi document as well as QA
as shown in Figure 7. This class of methods represents documents, sentences, and entities as graph nodes and
relationships between them as graph edges, e.g., when two items cooccurred, have semantic similarity, or are
logically connected.

Figure 7. General Architecture of Graph Based Techniques.

• Graph Construction:

We then build the graph with the nodes as the individual sentences, phrases or entities and the edges as the cosine
similarity between word-to-word embeddings or the dependency relations which are parsed. Coherent outputs
involve this graph structure where reasoning and summarization processes operate. [17] projected a graph-based
approach, the TextRank, which models text as a graph and incorporates resemblance of sentences for weights
when ranking. Knight and Marcu [53] suggested dependency-based approaches to text abstracting concentrating
on the syntactic dependencies as semantic associations. Furthermore, Yasunaga et al. [54] indicated how GCNs
could easily diffuse and reason about evidence about relationships in given structural data of textual properties to
improve on graph-based documents, summarization as well as question answering through complex relationships.
The strength and equations of these techniques are shown in Table 1 and Table 2.
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Technique Method Type Key Strengths References
TF-IDF Extractive Simple, interpretable,

works well for term
importance

[47]

TextRank Extractive (Graph) Captures sentence similar-
ity and centrality in a doc-
ument; effective for short
summaries

[17]

LexRank Extractive (Graph) Sentence clustering ensures
coherent and contextually
relevant summaries

[28]

Rule-based QA Rule-based Effective for structured
queries with fixed patterns

[30] [31] [32] [33]

Information Retrieval Extractive (QA) Fast retrieval of relevant
documents based on key-
words or semantic similar-
ity

[16][14]

Graph-based Reasoning Graph-based Excellent for modeling
complex relationships
between entities and multi-
hop reasoning tasks

[55][28][56]

BERT Transformer (Encoder) Bidirectional context
understanding, robust for
extractive QA

[36][37][38] [39][10]

GPT Transformer (Decoder) Effective for generative
tasks, excels in abstractive
summarization

[41][42]

T5 Transformer (Seq2Seq) Unified text-to-text frame-
work, versatile for summa-
rization and QA

[43][44][14]

BART Transformer (Seq2Seq) Combines bidirectional
encoding with
autoregressive decoding,
robust for abstractive tasks

[45]

Seq2Seq Models Encoder-Decoder Effective for abstractive
summarization and QA

[43][46]

RAG Retrieval + Generation Combines retrieval for evi-
dence with generation for
fluency, excellent for open-
domain QA

[14][47]

Traditional + Neural Combines rule-
based/statistical methods
with neural embeddings

Balances structured reason-
ing with deep contextual
understanding

[48][49][50]

Graph-Based Techniques Represents documents and
relationships as graphs

Captures complex depen-
dencies and logical rela-
tionships across documents

[17][53][54] [57][58]

Pipeline Architectures Uses traditional IR for
retrieval and neural models
for refinement

Reduces computational
overhead, improves focus
on relevant information

[47][51][52]

Table 1. MDTS and QAS Techniques and Their Strengths

• Graph Neural Networks (GNNs):

GNNs are used to transmit information throughout the acquired graph, taking into account both the proximity and
more extensive topological interactions. For instance, a GNN can transduce information from neighboring nodes to
favor the representation of each node, thereby becoming contextually superior in representing an associated node.
Surprisingly, the authors [57] presented a considerable extension known as Graph Convolutional Network that
can collect information from local graph neighbors efficiently and has become the cornerstone of many GNN
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applications. Subsequently, [58] introduced Graph Isomorphism Networks (GIN) as a more expressive model
of graph structures integrated with multilayer perceptron for node aggregation. Moreover, in multi-document
summarization and QA tasks, Yasunaga et al. [54] also claimed how GNNs can improve the reasoning process
across scattered textual information within the graphs formed from text. The suitable development environment of
these techniques is shown in Table 3.

Technique Equation

TF-IDF TF − IDF (t, d) = TF (t, d)× log
(

N
DF (t)

)
TextRank Si =

1
di

∑
j∈N(i)

(wij

dj

)
× Sj

LexRank Si =
∑n

j=1
Aij∑n

k=1 Aik
× Sj

Rule-based QA Answer = Rule(Q)

Information Retrieval Score(d, q) =
∑

t∈q TF (t, d)× log
(

N
DF (t)

)
Graph-based Reasoning R =

∑
i∈V Weight(i)×NeighborSum(i)

BERT BERT (Q) = Encoder(Q)

GPT GPT (Q) = Decoder(Q)

T5 T5(Q) = Seq2Seq(Q)

BART BART (Q) = Seq2Seq(Q)

Seq2Seq Models Seq2Seq(Q) = Encoder(Q) → Decoder(Q)

RAG RAG(Q) = Retriever(Q) → Generator(Q)

Traditional + Neural Traditional +Neural(Q) = Rulebased(Q) +Neural(Q)

Graph-Based Techniques G =
∑n

i=1 GraphWeight(i)×Dependency(i)

Pipeline Architectures Pipeline(Q) = IR(Q) +NeuralModel(Q)

Table 2. MDTS and QAS Techniques and Their General Equations
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Technique Method
Type

Tools/Software Implementation
Environment

Suitable
Datasets

Key Limita-
tions

Proposed
Solution

TF-IDF Extractive Scikit-learn,
NLTK

Python, Jupyter
Notebooks

Multi-
News, CNN
/DailyMail

Does not
capture
semantic
meaning
or sentence
relationships

Combine
TF-IDF
with word
embeddings
like
Word2Vec
or GloVe to
incorporate
semantic
understand-
ing.

TextRank Extractive
(Graph)

Gensim,
NetworkX

Python, Jupyter
Notebooks

Multi-
News, CNN
/DailyMail

Assumes
graph
structure
may not
always align
with the
narrative

Use
contextual
embeddings
(e.g., BERT
embed-
dings) to
refine graph
weights and
improve
narrative
alignment.

LexRank Extractive
(Graph)

Gensim,
NetworkX

Python, Jupyter
Notebooks

Multi-News,
WikiSum

May struggle
with highly
diverse
or long
documents

Introduce
topic seg-
mentation
or clustering
to handle
diversity
and improve
coherence.

Rule-
based
QA

Rule-
based

SpaCy, NLTK,
Prolog

Python, Prolog SQuAD,
Natural
Questions

Limited
flexibility,
poor at
handling
ambiguous or
novel queries

Combine
rule-based
methods
with neural
embeddings
for better
generaliza-
tion and
flexibility.
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Information
Retrieval

Extractive
(QA)

Elasticsearch,
Whoosh, Solr

Python, Java,
Elasticsearch
Server

SQuAD,
TriviaQA

Relies
heavily
on keyword
matching,
often misses
context

Use
semantic
search
models like
DPR or
BM25 with
contextual
embeddings
for better
context
capture.

Graph-
based
Reason-
ing

Graph-
based

NetworkX,
DGL

Python, DGL,
PyTorch,
TensorFlow

Multi-News,
WikiSum

Can be com-
putationally
expensive for
large graphs

Optimize
graph
structures
with pruning
techniques
and leverage
distributed
computing
frameworks.

BERT Transformer
(Encoder)

Hugging Face
Transformers,
TensorFlow

Python,
PyTorch,
TensorFlow

SQuAD,
Natural
Questions

Limited gen-
erative capa-
bilities

Fine-tune
BERT with
a generative
decoder for
abstractive
tasks or
combine
with GPT
models.

GPT Transformer
(Decoder)

OpenAI
GPT API,
Hugging Face
Transformers

Python,
PyTorch,
TensorFlow

XSum, Giga-
word

Unidirectional
context
modeling,
prone to
hallucination

Use
bidirectional
models
like T5
for context
modeling
and
introduce
grounding
mechanisms
to reduce
hallucina-
tion.
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T5 Transformer
(Seq2Seq)

Hugging Face
Transformers,
TensorFlow

Python,
PyTorch,
TensorFlow

XSum,
SQuAD

Computational
-ly expensive
for large
inputs

Use model
distillation
or
quantization
to reduce
compu-
tational
overhead.

BART Transformer
(Seq2Seq)

Hugging Face
Transformers,
PyTorch

Python,
PyTorch,
TensorFlow

XSum, CNN
/DailyMail

Requires
substantial
compu-
tational
resources

Implement
sparse
attention
mechanisms
or low-rank
approxi-
mations to
improve
efficiency.

Seq2Seq
Models

Encoder-
Decoder

TensorFlow,
Keras,
Hugging
Face

Python, Tensor-
Flow, Keras

SQuAD,
Gigaword

Struggle with
long input
sequences
without
attention
mechanisms

Use
transformers
or
hierarchical
attention
mechanisms
to handle
long inputs
effectively.

RAG Retrieval
+ Genera-
tion

Hugging Face
Transformers,
FAISS

Python,
PyTorch,
TensorFlow,
FAISS

SQuAD,
TriviaQA

Dependent
on retriever
quality, may
retrieve
irrelevant
passages

Train
with hard
negatives
and cross-
encoder
models
for better
relevance.

Traditional
+ Neural

Combines
rule-based
/statistical
methods
with
neural
embed-
dings

Scikit-learn,
SpaCy,
Hugging
Face

Python, Jupyter
Notebooks,
TensorFlow,
PyTorch

Multi-News,
SQuAD

May require
extensive fea-
ture engineer-
ing and man-
ual tuning

Automate
feature
selection
using neural
architecture
search or
embedding-
based
techniques.
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Graph-
Based
Tech-
niques

Graph-
based

NetworkX,
DGL, PyTorch

Python,
PyTorch,
TensorFlow,
DGL

WikiSum,
Multi-News

Computational
-ly intensive,
especially for
large graphs

Use graph
sampling
techniques
like
GraphSAGE
or mini-
batching for
scalability.

Pipeline
Architec-
tures

Uses
traditional
IR for
retrieval
and neural
models for
refinement

Hugging Face
Transformers,
Elasticsearch

Python,
TensorFlow,
PyTorch,
Elasticsearch
Server

SQuAD,
Multi-News

Dependent
on retrieval
quality, may
propagate
errors from
earlier stages

Incorporate
feedback
loops and
end-to-end
fine-tuning
for error
mitigation
across
pipeline
stages.

Table 3. MDTS and QAS Algorithms and Software Packages/Tools, Their Limitations, and Proposed Solutions

4. Challenges in Algorithm Design

Design and implementation of algorithms for multi-document summarization (MS) and question answering (QA)
are challenged by many tasks’ dependent ones and also those for both the tasks. The inherent complexity of natural
language, diversity of real-world data, and computational demands of modern techniques result in these challenges.
First, it discusses general challenges in summarization and QA and cross cutting issues affecting both domains.

4.1. Summarization-Specific Challenges

Algorithms for multi-document summarization are tasked with condensing large volumes of information into
concise and meaningful summaries. However, this process is fraught with several key challenges:

4.1.1 Redundancy

One of the recurrent challenges in extractive summarization techniques is redundancy that is, information from
several documents, which is either similar or overlapping, can be included in the final summary [59] [60]. Moreover,
this does not only shorten the utility of the summary, but rather makes it unnecessarily longer. By addressing
redundancy but often run into short and broad pipeline take in generating concise abstractive methods.

4.1.2 Coherence

This is another big challenge, and particularly so when pulling together data from other sources. Summaries have
to have logical flow, and retain a consistent narrative structure [53]. Unfortunately, extractive methods generally
don’t do this, only piecing together sentences from the source documents, which create disjointed outputs.
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4.1.3 Factual Consistency

In abstractive summarization, factual correctness is a major concern: neural models can inadvertently introduce
incorrect facts or hallucinate information that is not in the source [22]. This makes the summaries unreliable and
threatens to raise stakes in domains like healthcare or finance where accuracy is everything.

4.2. QA-Specific Challenges

Question-answering systems face unique challenges that stem from the need to understand and reason over
complex queries and datasets.

4.2.1 Ambiguity

It is fraught with a great degree of ambiguity. Multiple valid interpretations of a single query exist, which the QA
system must know to disambiguate [61]. For example, “What is the capital?”, In some sense could mean financial
capital or, rather, geographical capital.

4.2.2 Multi-Hop Reasoning

QA systems are forced to synthesis (information) from multiple sources or (synthesis) in multiple steps to answer
(complex) queries in Multi-Hop Reasoning [13]. An example is answering ”Which country’s leader won the Nobel
Peace Prize in 2020?” identification of the leader, the country that gave them the award and the award details. This
requires great advanced reasoning and great contextual understanding.

4.2.3 Hallucination

A critical problem that we encounter in neural QA models is hallucination, where models generate plausible
sounding answers that are factually incorrect or unsupported by the given data [62]. As well as eroding the
credibility of the system, it exposes the system to risk in sensitive applications.

4.3. Cross-Cutting Issues

Certain challenges are common across both summarization and QA due to their reliance on similar data and
computational frameworks.

4.3.1 High-Dimensional Data

Is a fundamental challenge in NLP, where algorithms must process large volumes of text containing diverse
linguistic patterns, entities, and relationships [63]. Managing this complexity requires sophisticated models and
efficient preprocessing techniques.

4.3.2 Resource Intensiveness

We share a similar concern when it comes to Resource Intensiveness, especially for modern neural architectures
such as transformers that require a lot of compute and memory [64]. However, training and deploying these models
at scale still seems prohibitive to many researchers and organizations.

4.3.3 Bias

Bias in training data and algorithms is a pervasive issue that affects the fairness and generalizability of
summarization and QA systems [61]. Bias in summarization and QA systems can manifest in various forms,
including dataset bias, algorithmic bias, and societal bias, each contributing to the reinforcement of inequities
in real-world applications. Dataset bias is present when the data used to train these models is an expression of
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societal prejudice, like a healthcare QA system trained on one demographic group’s data and whose outputs do not
generalize to other social groups. These problems are too great, and algorithmic bias makes them worse, since the
design and architecture of the model itself amplifies inherent biases in the training data [65]. For instance, if the
data used in legal summarization tools is biased to a legal corpus that is mostly homogeneous, then the assumption
of the algorithms can result in favoring some genders, races, or social groups. As for the data and the algorithmic
design, they are influenced by both societal bias, which is determined by the norms and values of a society, and the
lack of data. For example, job related QA systems are based on a societal bias of making gendered or culturally
based recommendations that recommend male dominated roles for male users and female dominated roles for
female users. [66][79]

Organizations working in sensitive domains, like healthcare and law, these biases have a high actual impact.
We also observe in healthcare that biased summarization tools can mislead healthcare practitioners, which results
in minority populations receiving unequal treatment in clinical trial data, as is the case with clinical trial data
that underrepresents some demographic populations. Well, in legal environment application also, biased QA or
summarization system might misguide the legal practitioners and enforce the racial or gender biases in legal
judgments. Moreover, these biases hurt individual as also violate the fairness and integrity of these systems.
Furthermore, these stereotypes could perpetuate other biases in other sectors, such as in terms of education and
employment. To address these issues, these systems need to be designed carefully based on the data and the
corresponding algorithmic design and the values of this society to make them fruitful for all users.[68][69]

4.4. Metric Standardization and Reproducibility

A major limitation of the use of evaluation metrics such as ROUGE and BLEU is the unavailability of
standardization of their application, which negatively affects the use of consistent and fair comparisons amongst
studies. Even though these metrics are widely used in the multi-document summarization and question-answering
tasks, there is much divergence on how they are implemented between disparate research works. For an example,
many different variants of ROUGE (ROUGE-1, ROUGE-L etc.) are employed without a rationale as to which to
choose. Because it is not possible to directly compare studies results, with independent evaluation methods, this
inconsistency makes it difficult to present results in a direct manner. Moreover, some of the studies focus on certain
aspects, such as factuality, coherence or relevance, and not all of these can be accounted by the traditional metrics.
Results cannot be interpreted because there is no standardization in the selection of metrics, thus making this more
complicated[70] [71].

A second is because replicability remains another big problem, especially with neural models because the
hyperparameters, the training protocols and the dataset splits which are often reported inconsistently or omitted
altogether. Lack of information about these aspects makes it difficult for researchers to reproduce the experiment
or to confirm the result, thus withdrawing progress in the field. If a result cannot be reproduced by other researchers,
the results they’re reporting are untrustworthy and their work is nearly impossible to build on. These problems need
to be mitigated by the timely need for standardized reporting practices, including specifications of hyperparameters,
training procedure and dataset split. In practice, such measures would not only guarantee reproducing experiments,
but also encourage the transparency and collaboration, which makes research more reliable. This would ensure that
better comparisons and validations can take place across studies, thus aiding the progress of the multi-document
summarization and QA systems.[72]

4.5. Real-World Deployment Challenges

Summary and QA models are deployed in real world applications and there are inherent problems involving
scalability, latency, and integration with existing workflow. However, transformer-based models such as BART
and T5 are quite effective, yet they are quite resource intensive, which means they are not suitable for large scale
deployment. However, since real time systems like virtual assistants call for very low latency response times,
but autoregressive models are inherently delayed, where to put the delay becomes a question. Techniques like
quantization as well as model additional can reduce inference time while slightly affecting output quality [73][74].

If the workflow being considered is already integrated with legacy pipelines, for example, in healthcare or
finance, there are additional complications regarding integration with the regulatory constraints and the nature
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of the structured decision-making pipelines. For example, there is little feasibility with deploying models on low
resource edge devices that serve in emergency healthcare. Combination of rule-based heuristics with machine
learning models can also be used as the hybrid approach to integration and to comply. Future work related to
optimized model for constrained environment and adaptive architecture which trade off between accuracy and
efficiency should be considered [75][76].

4.5.1 Dynamic Information Adaptation

Several commonly used summarization and QA models assume that document collections are static, and do not
achieve good performance on dynamic environments where the information changes frequently. For instance, news
articles, medical guidelines, financial reports need to be updated frequently, whilst models should be able to evolve
under new data while remaining stable [77]. This further complicates the reliability of these models where the data
has statistical properties that change over time. To tackle this issue, methods that include continual learning, online
updating mechanisms and adaptive retraining strategies are necessary so that models can leverage continuously
incoming information incrementally [78][79] [80].

One of the best approaches to solving this problem is by integrating continuous learning frameworks that allow
models to continue learning as time goes by. Elastic Weight Consolidation (EWC) or memory-augmented networks
may provide solutions that enables previously learned knowledge to be preserved when new data do exist. For
instance, EWC mitigates catastrophic forgetting by penalizing changes in important weights that occur during
learning, and thus retains critical knowledge. On the contrary, memory-augmented networks rely on external
memory storage to be able to dynamically adapt to new tasks and information by flexibly retrieving and updating
the model[81] [82].

It also alleviates the difficulty of incrementally updating knowledge bases used by retrieval-augmented
generation (RAG) systems with new documents. Given that real time data is evolving, these pipelines make it
possible for systems to update their knowledge base with no need for retraining from scratch. To enable a model to
adapt to evolving datasets, it is possible to incrementally fine tune on datasets and use uncertainty aware learning
strategies. With focus on such continuous learning and incremental updating of AI systems, AI systems can choose
to improve their system reaction to real world data, while accuracy and freshness are kept [83] [84] [85].

4.6. Green AI and Efficiency: Addressing Environmental Impact

Large scale transformer-based models, such as GPT-3 require these large computation costs, which means they
have high energy consumption and carbon emission. Training these models are energy intensive, that often rely on
non renewable energy, and thus have a large carbon footprint. The concern over how the environment is impacted
from increasingly AI adoption across industries is an issue to keep an eye on. Since real time inference operations
are added to trainers, their sustainability is greatly affected. In real time continuous processing scenarios or when
frequently communicating with cloud, for instance for deployment of models on low resource devices, energy
usage is further pushed up [86] [87].

4.6.1 Energy-Efficient Architectures

Since the computational load has been increasing in large scale models, it is very important to promote an energy
efficient architecture to minimize environmental impacts from AI systems. Model distillation, quantization, and
sparse attention mechanisms are very useful techniques that can greatly decrease the computation overhead without
hampering the model performance. Model distillation transmits knowledge from a large and cumbersome model
to a small and energy efficient one. On the contrary, the precision of the parameters of a model is reduced in
quantization, saving on the computational resources, whilst keeping the effectiveness of the model. Attention
mechanisms that are sparse allow models to only concentrate on the most important bits of the input so that
computations are minimized and energy is saved [88] [89] [90].
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4.6.2 Transparency and Reporting of Environmental Costs

Apart from developing energy efficient architectures it is also important that the inclusion of energy consumption
metrics, such as Flops and Carbon Emissions in the research publications. This reporting also helps increase
awareness of environmental costs involved with training and deploying large models. Transparency is critical to
encourage more green AI technologies being developed and thus, allowing researchers and practitioners to better
inform their decisions in the tradeoff between model performance and the environmental impact [91][92] [93].

4.6.3 Adaptive Computation and Green AI Practices

In order to address the energy concerns, researchers are studying the adaptive computation strategies where the
models refine their complexity according to the properties of the tasks. There should be some initiatives regarding
carbon-aware scheduling and green AI practices spread into model development workflows, to decrease a bigger
part of the environmental footprint of AI systems. All of these adoption, energy efficient hardware, renewable cloud
infrastructure, eco-conscious scheduling practices, can in total lessen the carbon emissions in the AI deployment
[94] [95] [96]

5. Trends and Innovations

In recent years, there has been significant progress in natural language processing (NLP); with unprecedented
impact on multi document summarization and question (QA) answering systems as shown in Table 4. The
increasing power of large-scale language models, integration of multimodal data and advanced learning paradigms
have all led to these innovations [97]. We discuss the latest established trends in the area, in particular, unified
models, multimodal algorithms, reinforcement learning, and methods built for a low resource scenario or cross
lingual transfer [98][99].

5.1. Recent Developments in Summarization and Question Answering

The rapid advancement of AI models has significantly influenced the fields of text summarization and question
answering (QA). While this paper discusses general trends in these domains, a more in-depth examination of
recent state-of-the-art models further highlights the ongoing progress and their impact [100]. In particular, GPT4,
and PaLM have sophisticated architectures of increased summarisation and QA related gains, as they have a bigger
training dataset scale and much better reasoning capabilities [101] [102].

One hundred years ago, Sir Arthur Conan Doyle and Sherlock Holmes were also able to understand what
collecting context entails and turned the whole thing into a proper summary. It is different to previous
exemplications in the sense that it offers better alignment with human intent, yielding results more concisely
and accurately over different domains such as news, legal and medical texts. This model can then use such
prompts to understand the subtle prompt and give domain specific summaries, a useful tool when one wants
precise and precision domain specific summarization in such applications[103] [104]. On settings similar to that,
its performance is also strong, exploiting the fact that it was trained over a vast amount of text across various
linguistic resources as was the case with Google’s PaLM. It can be used for cross lingual summarization and QA
tasks such that broader language accessibility is considered as well as dealing with underrepresented language
challenge [102].

Along with this, these models have also enhanced contextual understanding and reasoning for QA systems
further. PaLM and especially GPT-4 are more capable of answers to a multi turn question with better responses
for extended coherence dialogues. In addition, the facts are leveraged for a stronger fact based answering through
retrieval augmented generation (RAG) where external knowledge sources help minimally risk hallucination events
and ensure that fact are consistent [105] [106].
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5.2. Unified Models for Summarization and QA

A trend in NLP (Natural Language Processing) is unified models like GPT-4, T5, BART. These models are meant
to operate a single framework under which they can tackle other tasks, such as summarization, QA, etc [107].

A case in point is the T5 model (Text-to-Text Transfer Transformer) which casts all NLP tasks as text-to-text
transformations. To take just two examples, summarization problems become problems of generating a shorter
version of the input text, while QA is a problem of generating an answer based on question and the related
context [43]. This unification makes training and fine tuning much easier and lets models benefit from shared
representations across tasks. The T5 training objective is defined as:

GPT-4 and similar models further extend this paradigm by supporting multimodal inputs and generating context-
aware responses across diverse domains. These unified models reduce the need for task-specific architectures and
enable efficient transfer learning.

5.3. Multimodal Algorithms

Text, image, and video integration offers new ground on which summarization and QA can happen. The goal
of multimodal algorithms is to process and reason about heterogeneous data sources leading to richer and/or more
informative outputs.

For instance, multimodal summarization systems create summaries that combine textual content with matching
images or video, and are both information rich and visually appealing [108]. Likewise, multimodal QA systems
make use of visual input, say diagram or charts to answer questions that textual input alone could not. Conventional
architecture of multimodal systems has separate encoders for each modality and a fusion layer to combine their
representations [109]. Their fusion is then processed by a decoder which results in the desired output.

5.4. Reinforcement Learning for Optimizing Responses

Optimizing summarization and QA systems is a risky proposition, and reinforcement learning (RL) has been a
promising technique for this. RL provides a way for models to learn policies that serve to maximize task specific
rewards (such as informativeness, coherence, or factual accuracy) [110].

RL is often applied to manage some other metric like ROUGE or METEOR in summarization. In interactive
setting where user feedback is available RL can be used to increase answer relevance and correctness for QA
[111].

5.5. Few-Shot and Zero-Shot Learning

Few shots and zero shot learning tackle the problem of low resource tasks and languages by allowing a model
to generalize from little to exactly zero task specific data. Rather, these approaches rely on pre trained language
models and prompt engineering to generalize to new tasks with little additional training [112].

As an example, GPT-4 is able to perform few shots learning by conditioning on a small set of task examples
given as part of the input prompt [61]. In contrast, zero shot learning requires the model to output for unseen tasks
based only on the model's general knowledge.

These techniques are most applicable to low-resource languages, where annotated datasets are sparse. With
access to cross-lingual transfer and shared representations, few-shot, and zero-shot models can achieve robust
performance across a wide range of linguistic settings.

5.6. Cross-Lingual and Multi-Language Algorithms

In order to have summarization and QA capabilities across multiple languages and underrepresented languages,
both cross-lingual and multi-language algorithms are used [113]. They use these models to best exploit multilingual
word embeddings and transfer learning to solve the task in new linguistic contexts. For example, multilingual
BERT (mBERT) and XLMMagento RoBERTa, are pre-trained on text taken from many different languages
and understand and produce in multiple language settings [7]. Cross-lingual transfer techniques further enhance
performance through using data from high resource to high resource languages for the low resource language.
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Further work on data scarcity in underrepresented languages especially in cross lingual contexts needs to be
approached with initiatives that foster collaboration and data sharing [114]. These challenges are addressed by
promising crowd and the crowd sourced annotation platforms. Thus, these platforms allow the annotation of data
by a large variety of contributors (native speakers and linguists) increasing data diversity and representativeness of
training datasets. The result of this helps develop more inclusive AI models, which also helps in preserving and
growing linguistic diversity [115]. People are engaged with global communities and linguists, to make AI systems
available and applicable in different cultural contexts around the world.

Technique Key Features Advantages Limitations Suitability

Recent Advanced
Models (GPT-4,
PaLM)

Large-scale pre-
trained language
models

Strong contextual
understanding;
improved accuracy

Requires extensive
computational
resources

High-performance
summarization and
QA

Retrieval-
Augmented
Generation (RAG)

Enhances QA with
external knowledge

Improves factual
consistency; reduces
hallucinations

Relies on quality of
retrieval sources

Fact-based QA, long-
form summarization

Transformer-Based
Architectures

Self-attention for
contextual learning

Captures long-range
dependencies effec-
tively

High inference
time; large memory
requirements

Summarization, QA,
language modeling

Unified Models Single framework for
multiple tasks

Simplifies training;
efficient transfer
learning

Requires large com-
putational resources

Summarization, QA,
multi-task scenarios

Multimodal
Algorithms

Integrates text,
images, and videos

Richer outputs;
supports diverse data
sources

Complex
architecture; limited
benchmarks

Multimodal summa-
rization and QA

Reinforcement
Learning

Optimizes task-
specific rewards

Direct metric opti-
mization; interactive
learning

Reward design is
challenging; high
training cost

Summarization and
interactive QA

Few-Shot and Zero-
Shot Learning

Adapts to new tasks
with minimal data

Low-resource appli-
cability; versatile

Sensitive to prompt
design; inconsistent
results

Low-resource
languages and
tasks

Cross-Lingual Algo-
rithms

Supports multiple
languages

Expands reach to
underrepresented
languages

Limited by pre-
training data
diversity

Multi-language sum-
marization and QA

Table 4. Comparison of Advanced Techniques for Summarization and Question Answering (QA) with Key Features,
Advantages, Limitations, and Suitability

6. Applications and Real-World Relevance

Multi-document summarization and question answering systems have a variety of potential practical applications
in many domains that dramatically highlight the potential transformation that they can bring to solving real world
complex problems. These technologies, which provide concise, context aware information and aid interactive
inquiry, are now critical in news, legal, medical domains; virtual assistants; in research tools; and in education
[116]. In particular, the integration of summarization and QA capabilities to decision support systems is becoming
increasingly important in critical decision making.
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6.1. Summarization in News, Legal, and Medical Domains

Multi document summarization has enjoyed extensive use in domains where there is a need to synthesize large
amount of information.

• News: Summary systems in journalism help generate summaries of breaking news stories by aggregating
information from multiple sources. These summaries help readers stay informed about key developments
since their last reading, while maintaining factual consistency. Systems like Google News present a unified
view of current events [117]. To enhance the relevance and accuracy of these systems, partnerships with
journalists and news editors are essential. Collaboration with domain experts can ensure that summarization
tools are fine-tuned to reflect the nuances of news reporting and meet the evolving demands of the media
industry.

• Legal: Summarization tools are used by legal professionals to read case law, contracts, and legal briefs. These
systems extract critical information such as precedents and clauses, allowing legal professionals to review
documents in less time and with more efficiency [107]. In the legal domain, summarization plays a key role
in deriving essential information, aiding in litigation and compliance processes. Close collaboration with
legal experts is vital to co-design the datasets and evaluation criteria, ensuring that the summaries produced
are legally accurate, relevant, and aligned with the specific needs of the legal field.

• Medical: In the medical field, summarization systems assist clinicians by aggregating patient records,
research articles, and clinical guidelines. These tools are particularly valuable in decision-making, especially
in the high-pressure environment of emergency care [1] [107]. Medical professionals also benefit from
summaries of the latest research, helping them stay informed about new developments in medical science.
Collaborating with clinicians, researchers, and healthcare professionals to co-design these datasets ensures
that the summarization models are accurate, contextually relevant, and tailored to the needs of practitioners,
thus supporting better decision-making and patient care.

6.2. QA in Virtual Assistants, Research Tools, and Education

Question-answering systems are integral to enhancing user interaction and providing precise information across
various applications.

• Virtual Assistants: QA systems power virtual assistants like Siri, Alexa, and Google Assistant, enabling
them to respond to user queries with contextually relevant answers [118]. These systems rely on advanced
language models to process natural language inputs and retrieve accurate responses.

• Research Tools: Researchers utilize QA systems to query scientific databases and retrieve information from
large corpora of academic papers. For example, tools like Semantic Scholar integrate QA capabilities to
allow users to extract insights from research articles efficiently [119].

• Education: In education, QA systems serve as interactive learning aids. By answering student queries and
providing explanations, these systems enhance the learning experience. They also support educators by
generating quiz questions and summarizing lesson content [120].

6.3. Combining Summarization and QA for Decision-Support Systems

The integration of summarization and QA capabilities into decision-support systems is a growing trend in various
industries.

• Healthcare: Summarization and QA are very important in healthcare and decision support systems to inform
clinicians with inference which helps them make more informed decisions, e.g. summarizing patient histories
to answer diagnostic queries [121]. But such systems deal with sensitive and confidential information which
means that privacy and security issues have to be seriously addressed. A privacy violation can result in
legal repercussions when personal data, which could be patient information in healthcare summaries, are
accidentally disclosed. To mitigate these risks, techniques like federated learning and differential privacy can
be employed.

Stat., Optim. Inf. Comput. Vol. 13, Month 2025



2552 A SYSTEMATIC REVIEW OF ALGORITHMS IN MULTI-DOCUMENT SUMMARIZATION AND QA

• Federated Learning: Federated learning enables models to be trained across decentralized data sources
without transferring sensitive data, thus preserving privacy. In this approach, data remains local to its source,
such as hospital records, while only model updates are shared across devices or nodes, minimizing the risk
of data breaches [122].

• Differential Privacy: Differential privacy introduces noise to the data, ensuring that individual information
cannot be extracted from the model's outputs. This further enhances data protection in healthcare
summarization and QA systems, preventing the accidental exposure of private information [123].

• Business: In the corporate sector, decision-support systems assist executives by summarizing market trends
and answering strategic questions [51]. This integration streamlines decision-making processes and enhances
organizational efficiency. The use of privacy-preserving techniques, such as federated learning, becomes
essential to ensure sensitive corporate data, such as financial records, remains protected throughout model
training and deployment.

• Public Policy: Policymakers leverage decision-support systems to analyze reports, summarize legislative
documents, and answer policy-related questions [124]. These capabilities facilitate the development of
informed and effective policies. As these systems handle sensitive governmental data, privacy-preserving
methods like federated learning and differential privacy are crucial to safeguarding confidential information,
such as internal policy drafts or demographic data.

7. Open Research Directions

The area of multi-document summarization and question answering (QA) is very dynamic and changing very
rapidly, hence there are lot of opportunities to push the research. Much progress has been made, but certain
critical gaps with areas not yet explored are still present. This section provides open research directions in holistic
evaluation frameworks, generation of comprehensive datasets in this context, as well as ethical implications and
trustworthiness in automated systems.

7.1. Frameworks for Holistic Algorithm Evaluation

A major challenge in the area is the absence of standardized and wide-ranging frameworks for evaluating
algorithms between tasks. Many existing evaluation metrics concentrate on partial aspects: for summarization tasks,
like ROUGE or BLEU are based on lexical overlap, for QA tasks Exact Match or F1 Score are accuracy based [1]
[111]. These approaches, while valuable, fail to capture nuanced aspects such as coherence, factual consistency,
reasoning depth, and adaptability across diverse scenarios.

A proposed direction involves the development of multi-dimensional evaluation frameworks that integrate
quantitative and qualitative measures. Such frameworks should assess algorithms on a range of criteria, including:

• Semantic Fidelity: Evaluating the extent to which generated summaries or answers preserve the intended
meaning of the source content [125].

• Contextual Relevance: Measuring the ability of algorithms to adapt to varying contexts and user intents.
• Efficiency: Incorporating computational efficiency and scalability as critical evaluation dimensions,

especially for real-world applications [126].
• User-Centric Metrics: Proposing metrics such as usability surveys and task completion rates to assess real-

world utility and operational efficiency, focusing on how well systems serve user needs in practical settings.
These metrics help in understanding user satisfaction, especially in applications like customer support and
virtual assistants [127].

• Domain-Specific Benchmarks: Developing tailored evaluation metrics for specialized contexts, such as
legal coherence scores for legal documents and medical factual consistency checks for healthcare-related
summaries. These metrics would align evaluation with the unique requirements of different domains [104].
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Furthermore, advocating for standardized evaluation protocols is crucial for ensuring reproducibility and
enabling fair comparisons across studies. Shared tasks with fixed datasets and consistent metrics, such as NIST’s
TREC challenges, offer a valuable framework for comparing system performance in a controlled, transparent
manner. These shared tasks promote consistent methodologies, help identify best practices, and foster meaningful
advancements in summarization and QA research by ensuring that experiments can be reliably replicated across
different research teams and environments.

Holistic evaluation frameworks would provide a more complete understanding of algorithm performance and
foster innovation by setting benchmarks that align with both practical and theoretical objectives [128].

7.2. Comprehensive Datasets with Cross-Task Annotations

The development of robust algorithms for summarization and QA heavily depends on the availability of high-
quality datasets [129]. While large-scale datasets such as SQuAD, Multi-News, and CNN/Daily Mail have been
instrumental, they are often task-specific and lack annotations that enable cross-task learning.

Future datasets should include:

• Cross-Task Annotations: Integrating labels for both summarization and QA tasks within the same dataset.
For instance, a dataset could include document summaries alongside corresponding question-answer pairs
derived from the same content [130]. This would enable the development of unified models capable of
excelling in both tasks.

• Domain-Specific Data: Expanding datasets to include specialized domains, such as law, medicine, and
finance, to address the unique challenges of these fields [131].

• Multimodal Data: Incorporating text, images, and videos into datasets to facilitate the development of
multimodal algorithms that can process diverse information sources [108].

7.2.1 Bias Mitigation and Ethical AI

At the same time, automated summarization and question answering (QA) systems are becoming more and more
dependent for which raises serious ethical issues related to biases in the training data and the model outputs. The
biases can arise from linguistically imbalanced datasets, and cultural imbalances. If left unaddressed, they may lead
to misinformation, reinforce stereotypes, or disproportionately disadvantage to certain groups. Thus, transparency
in development and evaluation of the model is required to mitigate these risks [132].

Another important way of ensuring fairness in AI systems involves conducting bias audits when datasets are
understood or trained. Fairness Indicators and tools like AI Fairness 360 can help us identify and quantify the
(existing) biases in the data or the model, so as to understand that the training dataset is representative, and that
the trained models do not carry bias. For all kinds of sensitive applications, including those in healthcare, finance,
or legal domain, bias in output is extremely significant. Incorporating bias assessments into training and into each
run, we can identify and remedy the errors before these models reach customers’ hands, delivering models that
work and are fairer respectively [133] [134].

While bias audits should be encouraged as a means to fulfill basic ethical requirements, a just and honest
approach is also to encourage transparency reports for deployed AI systems. The development of these reports
should include details of sources of training data, any potentially biased findings and specific aspects of ethics
review processes undertaken. Such insights will help to build trust in AI systems by increasing accountability and
users can understand what the models are capable of [135].

Moreover, it is important to integrate diverse feedback of the stakeholders in designing ethical systems for AI
development. Involving ethicists, domain experts, and even affected communities in the design process of the
algorithm will serve as a way to catch the unintended harms and check whether the standard is met. Bringing in the
insight from those who can understand the societal implications of AI and those whose lives are directly touched
by the outcomes of it, developers can find proactive ways of addressing the risk of discrimination and other harmful
consequences of AI in the early stages of design [136].
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Moreover, explainability and interpretability measures are very important for the accountability. These
approaches allow researchers as well as practitioners to explore model decisions and fix un-intended biases thus
increasing transparency and fairness.

7.3. Standardized Documentation and Toolkits

As AI systems continue to evolve and play a significant role across various domains, ensuring transparency and
accountability in their development is crucial. One important aspect of this is the standardization of documentation.

7.3.1 Model Cards and Dataset Datasheets

We argue that dataset datasheets and model cards should be accompanied with a unified purpose to control model
building, to bring a consistency for describing model and dataset limitations, biases, and intended use cases. As
introduced by the AI community, the model cards are a detailed report about the capabilities, constraints and ethical
considerations of machine learning models. Likewise, the datasheet of a dataset provides key information regarding
the origin, composition, expected use, and possible bias or assumptions to which the developers and end-users need
to be aware in deployment of these systems. The standardized documents are useful as these documents help foster
trust and make sure that the models are used responsibly, particularly in the high stakes environments where the
stakes of misinterpretation or bias would be significant [137] [138].

7.3.2 Open-Source Toolkits

To decrease the barriers to entry for hybrid approaches merging traditional and neural techniques, development of
open-source toolkits proves to be necessary in addition to standardized documentation. In addition, open source
helps us provide a unified framework for the implementation of traditional and deep learning techniques by
providing comprehensive libraries, such as Hugging Face integrations. They act as toolkits to make the mental
and practical experimentation process more viable so that practitioners can implement and adapt hybrid solutions
without having to build comprehensive systems from scratch. As well, with the open source platform, it also
foster collaboration in the AI community as it provides a platform for exchange of ideas and breakthroughs from
researchers and developers in the field to make AI a sound area of research [139][140][141][142].

8. Conclusion

In the last ten years, multi-document summarization and question–answering (QA) have made tremendous
progress thanks to improvements in algorithm design and the proliferation of large-scale datasets. The domain
started with traditional approaches, including extractive summarization and rule-based QA systems, which
provided simplistic, yet effective solutions to early challenges in the domain. While sufficient over time to get
us this far, however, the advent of neural and hybrid methods has fundamentally changed the landscape of the
field by enabling reasoning beyond simple rule-based methods and contextual understanding, with the ability
to perform a greater variety of tasks and in a greater variety of domains. However, these achievements are
accompanied by important challenges such as redundancy, coherence, ambiguity, as well as computational needs
of high dimensional data.

Although we are far from a perfect system, summarization and QA have huge potential for research and
development in the future. The future capabilities of these systems will be shaped by unified models which naturally
combine summarization and QA capabilities, incorporate multimodal data, and improve on few-shot and zero-shot
learning. However, how systems will address challenges such as bias, factual consistency, ethical implications
of automating machines, will be important to their reliability and societal acceptance. Comprehensive evaluation
frameworks and cross task annotated datasets show that there is a need for refining methodologies to conform to
real world requirements.

Full realization of summarization and QA systems will require interdisciplinary collaboration. Some
contributions focus on the technical aspects of this field, while others address ethical and practical considerations.
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By fostering collaboration among researchers, ethicists, and practitioners, the research community can develop
solutions that are not only technologically innovative but also equitable, transparent, and impactful. As
summarization and QA boundaries expand, these systems will play a crucial role in determining how information
is retrieved, understood, and leveraged.

A key challenge in this field is the need for robust methods to mitigate biases in automated summarization and
QA systems. This can be addressed through fairness-aware training techniques and diverse dataset curation to
ensure balanced and representative model training. Another important challenge is enhancing the interpretability
of neural models, where techniques such as attention visualization and explainability frameworks can provide
deeper insights into model decision-making. Additionally, developing hybrid approaches that effectively integrate
traditional and neural methods is essential for improving accessibility and usability, which can be facilitated
through standardized toolkits and model documentation. Future research should also prioritize multilingual and
low-resource language processing to ensure inclusivity in AI applications. Finally, a systematic quantitative
analysis of algorithm performance across various tasks and datasets would be a valuable extension of this work,
offering deeper insights into the comparative strengths and weaknesses of different techniques.
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