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Abstract

In this paper we implement the finite element method for parabolic problems with dominant transport terms. The formulation
of the linear system of equations coming from a partial differential equation takes its form from the weakening of the problem.
Several numerical experiments are performed to know the convergence of the solution and an error analysis in a Sobolev
space for linear functions is implemented.
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1. Introduction

In this study, the strong and weak formulation for a class of partial differential equations is presented. We address
numerical approximation of this class of evolutionary problems combined with variational problems and their
applications in the modeling of the heat equation with dominant transport term is performed. The solution of the
problem is approached from the point of view of weak formulation and strong formulation to transform a partial
differential equation into a linear system of equations of constant terms via the finite element method. For the
solution of the proposed partial differential equation, the complete discretization in both time and spatial domains
is taken into account. Finally, initial and boundary conditions are considered. Several numerical experiments are
performed to know the interaction of the number of elements with the minimization of a functional in an arbitrary
subdomain. The numerical experiments show the effectiveness of the method and the proposed solution model.

1.1. Notation

f(x,t) forcing term.
* ~; thermal diffusivity constant.
* (3; transport term .

* (z) test function.

ou . . . .
. e partial derivative with respect to time.
ou . . . i
e — partial derivative of the displacement. ¢ & Gauss points.
O * w; Gauss weights.
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1.2. Organization

This paper is organized as follows: In the preliminaries section, the finite element method for a second order
differential equation is raised. The galerkin projection is expressed with linear elements. Then, some numerical
experiments with different interval partitions are performed to verify the convergence of the solution as well as,
the values that minimize the functional to find the transport term at different finite element values. Finally, it is
concluded for the parabolic problem in partial differential equations.

2. Basic algorithm and extensions

To begin with, the linear form functions are presented are introduced for discretizing the solution function of the
given differential equation. At the first level, the shape functions are defined globally. At the second level, the shape
functions are defined at the element level. Along the way, the concepts of assembly, integration by substitution and
Gaussian quadrature are explained.

2.1. Test functions

So far you have seen simple linear shape functions and elements that are defined over a 1D subdomain with two
nodes. This paper focuses on the implementation of linear elements for the 1D time dependent problem. In higher
dimensional space [1, 2], the same key concepts can be used. The central idea is that the solution space is reduced
with the introduction of shape functions.

nx . (i—1)L 1L

= (i=1), << 2,

L (@-1), n =T=7
901<.’L‘): 220317275’” (1)

Sy, Loy iDL

L n n
The solution is given by:
u(@) =Y uipi(x) = [p(x))"U )
i=0

Strong formulation: Given f(x), find u(x) sucha that:

u(z) = f(x)
forall0 <z <1
u(0) =0,u(1)=0

Weak formulation: Given f(z), find u(z) such that:

/01 o () (z)de = — /01 f(x)v(x)dx 3)

for all v(z) with v(0) = 0, u(0) =0
The derivative of the solution is:

() =Y wipi(z) = [¢'(2)"U @
The test function:
v(x) = vigi(r) = VI [p(x)] ©)
i=0
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2 NUMERICAL METHODS FOR EVOLUTIONARY PROBLEMS IN PARTIAL DIFFERENTIAL EQUATIONS

The derivative of the test function:

V(z) =) vigi(z) = VY (2)] (6)
=0
Where:
ug Vo po(x) gog)(a:)
u-|"] v="l ® wwi=|["" @ wer=|""| o

Then equation (3) can be written matrixially as follows [1]:

1 1
| Vi@l @) vds = - [ 1)V ipta)d. an
0 0
The following terms can be extracted from equation (10):
1 1
V! [ @l @) e =T [ faiptad. (12)
0 0
Where:
K= / )|V dz, (13)
and )
P [ ~f@)pta)d. (14)
0
This allows us to rewrite equation (3) in terms of a linear system of equations of the form [3]:
VIKU = VTF, (15)
VV with vg =0and ug =0
Afterwards, globally defined shape functions ¢;(z)(i =0,1,...,n), element wise defined shape functions

@S(z)(e =1,2,...n,j = 0,1). Now the contribution of each element to the solution has the form:

x) =Y uSes(x) = [p]" (z)U° (16)
j=0

therefore, the equation (12), written by the contribution of each element:

ZVET / v (@)l waUe—ZVeT — f(@)[¢" (2)]dz. (17)

In terms of each element the matrices (13) and (14) are given by:

Ke = / L (@)l (@) de, (18)

e

and,
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- / — ()¢ ()] d. (19)
Qe

In the interval [a,b] the element 2.. x in terms of a new variable ¢ taking values between [—1, 1] as a reference
has the following expression:

1 1

$=¢e(§):§(1—f)a+§(1+f)b- (20)

On the other hand, the inverse process is given by:

% (a+b)—=x
E=¢; ' (v) = Sg—. 1)
5 (a=1)

Now, in terms of the contribution of each element:

o5 (x) = @5 (9e(8)) = ¢;(8) (22)

And the derivatives:

0e5(x) _ 0p;(€) 06 _ 99, (&) <6%<s>)1 (23)

or 0¢ Or O 23

Using Gaussian quadrature, goven a polynomial P(£) and a set of Gauss points &; and Gauss weights w;, te
integral P(¢) from £ = —1 to { = 1 can be computed as:

1
| Pode=3" P, 24)
1 P
. . . . 3 3
In this case, polynomial order 5 (or less), numeber od Gauss points: 3, Gauss point §; : | — 3 0, 5 and

585
G ights w; = ( =, =, =
auss weignts w. (9 9 9)

3. PDE with time dynamics

In this section we consider the temporal dynamics of the following partial differential:

ou ou 0 ou
a"")’%—% (6833) = f(z,1) (25)

Following the same methodology proposed in the previous section, it is multiplied by a test function v(z) and

integrated into x:
0 Ju
7vdm+/ —vdx—/% <58x) vdx—/f(x,t)vdm (26)

When multiplying by a test function ¢(x) (1), the solution is given by:

n+1
u(gj7 t) = al(t)§01 (93) +- OZn(t)(Pn(»’C) + 057L+1 9071-&-1 Z 017 Qav (27)
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4 NUMERICAL METHODS FOR EVOLUTIONARY PROBLEMS IN PARTIAL DIFFERENTIAL EQUATIONS

The derivative with respect to time involves deriving the equation (27):

du(x,t) , , =,
S = 0h(0e1(@) + -+ ol (D) + ol g1 (Dpni (@) = Z ()i () (28)

n+1
The product / %vdm = / Z o () i (z)¢;(z)dz and this in turn generates a matrix M = [m,;] which
i=1,j=1
we will call the mass matrix [1, 2]:

b
M = [mi] =/ pi(®)pj(x)de  i,j=1,2,- ,n+1 (29
The diagonal entries ¢ = j for the equation matrix (29):
(i+1)L/n 2 (i+2)L/n 2
(] = / (E - z> dz +/ (—E I 1)) dx (30)
iL/n L (i+1)L/n L

Now, for ¢ # j the off-diagonal terms are calculated with the integral:
L
[mij] :/ PindJ? (31)
0

Where, P; and P; have the form of the equation (1). Then, the product defined by / v%vdm =
f

n+1
— / Z a; ()¢} (z)p;(z)dz which generates a matrix S = [s;;] that takes the name of stiffness matrix:
i=1,j=1

b

For the diagonal terms 7 = j it is calculated with the integral:

= ([ G G e [ (D EE —we)a) oy

When i # j you have the off-diagonal values:
DL/, e
[si5] = —’y/ ——) (— —i)dz 34)
! (i+1)L/n ( L L )

On the other hand, the product —/3 / aﬁ <gu> v
x \ Oz

ox

change the constants multiplying this matrix by —/:

b n+l
generates —ﬁ/ (% <8u> v = ﬁ/ Z i(t); ()¢ (z)dz. That is, the recurrence equations (13,14) and

i=1,j=1

b

The diagonal terms are given by the following expression:

(2+1)L/n n 2 (l+2)L/n n 2
lasi] = B / (%) da+ / (-7) (36)
iL/n L @+nLm L
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The values outside the diagonal (the integration interval is constant) are calculated as follows:

(e )

b
Now, / f(x)vdx = / f(z)p;(x)dz allows to calculate the terms of the load matrix B = [b;] =

b
/ f(@)pi(x)dx
‘ b
b= [ s (38)
Finally, the linear system of differential equations is given by:
déi
M)~ [S]d+ [Ala = B (39)
Grouping terms:
da -
M=+ ([4] - [S) @ = B (40)
In a full discretization in time, consider the equation (41):
dU -
15 + M0 = (@) (4D
Where:
U
- Us
U=| . (42)
Un

N — for x (Spatial dimension). In the time discretization we will use the Backward Eueler or implicit Euler
algorithm (n for time), for all At equally spaced:

AU, 1 - -
St~ (Uaa - L) (43)
Evaluating equation (43) in equation (42) we have:
1 - - -
(€1 (Uaa = U,) + [K]U1 = () (“4)

By assuming U,, known, it is required to calculate Unﬂ+1- In the iteration k£ + 1 you have the approximation Uflli)l

for Un:Ll. We are looking for the approach Ur(f;l) that satisfies [3]:

vl = ol + auft, (45)
m 1 - : :
Returning to the equation (40), dgt = A (G — 1) and making [A] — [S] = [SA] it holds:
1
[M]E (dm — ap1) + [SAlam, = B (46)

By factoring and grouping terms we obtain:
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6 NUMERICAL METHODS FOR EVOLUTIONARY PROBLEMS IN PARTIAL DIFFERENTIAL EQUATIONS
(1 [

Given the initial conditions ajp, the matrices [M], [S], [A] and B are the same as the previous problem. La solucion

1
de la ecuacién (47) can be realized by the inverse of (At [M]+ [SA]) or implementing the MatLab function
ode45.

Algorithm 1 Finite Element Method (FEM)

Define the problem domain and boundary conditions.
Discretize the domain: divide the domain into finite elements and define the mesh.
Select shape functions for each element to approximate the solution.
Formulate element matrices and vectors:
for each element do
Compute local Mass matrix 29.
Compute local stiffness matrix 32.
Compute local diffusion stiffness matrix 35.
Compute local load vector 38.
end for
: Assemble global matrices and vectors:
for each element do
Map local matrices to global matrices.
end for
: Apply boundary conditions to modify the global system.
Solve the global system of equations to obtain nodal values (Euler’s Method, ODE45).
: Post-process the solution:
: Apply Fminsearch: Use fminsearch (Matlab function) to find the minimun of (61) options =
optimset(’Display’,’iter’,” PlotFens’, @ optimplotfval);
Post-process the solution Visualize results, compute derived quantities, and check convergence (GCI).

Yoo RE RN

e e ey
RPN RN R

_
°

4. Error estimation

This section shows the energy norm for determining the error in a linear function space. If u is the solution, v is
some function such that v(0) = 0 and without loss of generality it is denoted by S = P1(7") y V = V" as a finite
dimensional subspace [4], such that:

us € S| a(us,v) = (f,v) Yoe s (48)

It can be said that the solution w is characterized by:

uweV|a(u,v)=(f,v) YweV 49)

To observe the orthogonality relationship between u and u, subtract the equations (49) and (48):

alu — us,w) =0 Yw e S (50)

Now, energy is defined as the norm:

[lv||le = Va(v,v) YveV (51)

The relationship between the norm and the inner product is given by the Schwarz inequality:
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la(v,w)| < Jol|pllwl|z Yv,w eV (52

Then, for some vS"
llu —us||% = a(u — us,u — ug)
(Here it is for the Schwarz inequality).
llu —us||% = a(u — us,u —v) + a(u — ug,v — ug)
From equation (50) it is known that a(u — us,w) = 0 withw = v — ug,
llu —ug||% = a(u — ug,u —v)
Then, using Schwarz’s inequality (52),

llu = uslfy < |lu—usl|pllu — vl e (53)

If |||ju—usl|g #0, it can be divided by |lu — us||g to obtain |ju — us||g # |||u — v||g for some v € S.
Moreover, in the case ||u — us||| = 0, the inequality is satisfied since the obtained solution coincides with the
solution in S [4, 5]. Taking the infimum over v € S:

[ — usl|s < mf{llu—olle | v € S}
Since uginS, one has:

inf{lfu —vl[g [v e S} < |lu—us|e.
Therefore,

lu = us||le = inf{[ju —v[e | v € S}

This means that, there is an element (us) for which the infimum is reached. If the infimum is replaced by the
minimum it can be proved that the error estimate can be expressed as follows:

[ — ]| = min{]ju - ||z | v € S}.

That is, the error in the energy defined by the standard (53) is optimized.

5. Experimental results

In the following subsection the proposed differential equation is solved with the proposed conditions at different
interval partitions for a constant time delta. The following parameters were implemented to solve the differential
equation (25)

5.1. PDE time dependent

Parameters:
e n =[25,50,100] e ~ = 0.1; thermal diffusivity constant
¢ ¢ = 0; a lower limit e [ = 1; transport term
e L =1; bupper limit e tf = 0.1; final Time

Stat., Optim. Inf. Comput. Vol. x, Month 202x
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e Ta="Ts; Temperature ata T (x = a) = T's
* Tb=Ts; Temperature ata T'(x = b) = T's

e Nt = [100, 1000]; time partition

e dt = tf/Nt; delta time
e T's = 0 Boundary conditions

Heat 1D Time dependent

T i

0.2 0.4 0.6 0.8
X

(a) At =0.01s,n =25

Heat 1D Time dependent

T() i

I I
0.6 0.8

L L
0.2 0.4
X

(¢) At = 0.01s,n = 50

Heat 1D Time dependent

()i

0.5

L L
0.6 0.8

1.5

T i

0 L L
0.2 0.4
X

(e) At = 0.01s,n = 100
Figure 1. Solutions considering different scenarios. Column 1 figures (a), (¢) and (e) for 6t = 0.01 and n = 25, n = 50,

n = 100. Column 2 figures (b), (d) and (f) 6t =1 x 10 — 03 and n = 25, n = 50 and n = 100.
Stat., Optim. Inf. Comput.

Heat 1D Time dependent
ODE45
Euler
0.4 0.6 0.8 1

0 0.2

X
(b) At = 1.0000 x 10~ %, n =25

Heat 1D Time dependent

0.5
. ‘ ‘ ‘ ‘
0 0.2 0.4 0.6 0.8 1
X
(d) At =1.0000 x 10~ %3s, n = 50
15 Heat 1D Time dependent
1
E

0.5

I I
0.6 0.8

0 I I
0.2 0.4
X

(f) At = 1.0000 x 107935, n = 100
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The euler algorithm (red) is used to calculate the answers, with a runtime = 49.8124s and the O D E45 matlab
function (blue) is used to calculate the numerical solutions with runtime = 10.5213s.

5.2. Constant 3

As shown in the previous section, we solved the problem posed by the equation (25) [6]. A value of v € R for the
calculation of the matrix S [7]:

s.-8 [ Cpl@eila) (54
Expanding the terms for n, the diagonal terms are given by the following expression:
Sy =8 ﬁL "3 (%—i)dm—i—/(i_i_?f)L (-3) (-5 +i+1)dz]. (55)
n n

The off-diagonal terms are given by:
(t+2)L
B n ny\ /nr .
S5=8 fax e (-7) (T —)an 0)
n

The formulation of the J(3) functional is presented below.

5.3. Grid Convergence Index

The grid convergence index (GCI) is an estimate of the discretisation error for the local [11] or global quantify we
are studying (e.g. potential/presure (stress/displacement)) at a point.

1. One way to compute the GCI is to perform the calculation using 3 separate meshes with successively
decreasing refinement (or corarsing) i.e the element size h; for mesh 1, hyo for mesh 2 and h3 for mesh
3,h — 0, h1 > hg > hs.

2. Calculate the order of accuracy p using the equation below, where f; is the value for the quantity of interest
on the finest mesh (smallest elements), f, is the value on the middle density mesf and f;5 is the value on the
corasest mesh (largest elements). r es 2 in the case where the mesh sizing is halved each iteration:

In (f3 - f2>
b= ﬁ(;)fl oD

3. Estimate the error on the finest mesh using the equation (57):

h—h
By =30 (58)
4. Calculate the GCI using the equation:
GCI, = F.|E| (59)
5. We can now say we are 95% confident that answer is:
ftrue:fliFS|E1| (60)
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10 NUMERICAL METHODS FOR EVOLUTIONARY PROBLEMS IN PARTIAL DIFFERENTIAL EQUATIONS

- Mesh spacing | Refinement ratio () | Aproximation
Coarsest mesh 0.04 — 1.3737
Medium mesh 0.02 2 1.3742

Finest mesh 0.01 2 1.3744

Table 1. Refinement ratio.

Coarsest mesh is the mesh with the largest element size, finest mesh is the mesh with the smallest element size.
Mesh spacing is the average element width. Refinement ratio is the ratio of the coarser mesh element size to the
finer mesh element size. Aproximation represents the predicted value of interest at ¢t = 0.022 and = = 0.4, (e.g.
displacement or stress at a point, or the total force on a boundary, or total energy in the model).

Check refinement ratios OK
Order of accuracy (p) 1.321928095
Estimate of the finest mesh error 0.000133333
Fs 1.25
GCI 0.0001666666667
Estimate of the true solution 1.37
GCI 95% confidence interval min 1.37
GCI 95% confidence interval max 1.37

Table 2. Estimating discretisation error using the grid convergence index (GCI).

Check refinement ratios, if "NOT OK” is displayed then you need to check that the refinement ratio between the
coarse mesh and medium mesh is the same as the refinement ratio between the medium mesh and the fine mesh.
Order of accuracy (p) if this is negative then the prediction is far from the mesh independent solution and the GCI
method cannot be used. Estimate of the finest mesh error has the same units as the prediction; this is the signed
error, i.e. it can be positive or negative. Fs, factor of safety used by the GCI method. GCI on the finest mesh. This
is a conservative estimate of the absolute value of the error on the finest mesh. The GCI method says with 95%
confidence that the true solution is between the min and the max

5.4. Functional J(3)

Due to optimal control, the objective is not only to find a solution to the PDE but also to control certain aspects of

the system. This leads to the introduction of a cost functional that quantifies the performance of a control input 3.

The functional .J(/5) measures both the energy of the control and the deviation of the state u from desired behaviors.
This functional includes three main terms:

* The control cost, which penalizes the magnitude of the control S.
* The state cost, which measures the magnitude of the state variable u over the control horizon.
* The terminal cost, which penalizes deviations of the state u at the final time ¢;.

The minimization of J(3) under the dynamics imposed by the PDE aims to balance control effort and system
performance, providing an optimal control § that drives the state u towards a desired behavior while minimizing
costs. This subsection presents the formulation of a convex functional. The following is the formulation of the
functional J(3), with 8 € [—1,1] [8]. Consider |u|?, norm of L? .

1 1 1
J(B) = 7/ |ﬁ|2dxdt+—/ |u|2d1:dt+f/ lu(ts)*dz. 61)
2 Jiabx[0,tf] 2 JRxti ] 2 Ja

The above integrals can be calculated as follows:

Stat., Optim. Inf. Comput. Vol. x, Month 202x
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1 1
- / |8 dxdt = = B(b— a)t;. (62)
2 J10,1]%[0,t] 2

In the second integral, a part of the domain {2 is selected to match the mass matrix [9], i.e., aﬂM rap With T
elements such that T' C R.

t t,
1 1 & 1
7/ ufdzdt = > (/ u(x,tl)dx> At == " (apMpag) At. (63)
2 Jrx(tity] 2 1=0 W E 2 1=0
On the other hand «a(¢) is taken as the last vector of « thus:
1 ) 1, 1
3 u(ty)|dz = Pia (tr)Malty) = 5“(%%‘)' (64)
Q

This functional is in principle convex to guarantee the minimum [10]. The minimum value of the functional is at
one of the extremes or within the interval.

J
0.022 (7)YS ?

0.021
0.02 |
o019
0018 |

0.017 r

0.016 L : L
-1 -0.5 0 0.5 1

Figure 2. Functional J (). (Graph created in M AT L AB, authors).

The table calculates the values of 8 and the functional for different values of elements in the domain partition.

Table 3. 3 values for different domain partitions.

n 5 J7(B)
4 -0.037792 | 0.64783
10 -0.12632 | 0.81218
100 | -0.14703 | 0.81459
102 | -0.12635 | 0.81218

6. Conclusion
We successfully implemented the finite element method for parabolic problems with dominant transport terms,
providing a robust approach to address the numerical approximation of such evolutionary problems. By leveraging

both the strong and weak formulations, we transformed the governing partial differential equations into a linear

Stat., Optim. Inf. Comput. Vol. x, Month 202x
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system of equations. The numerical experiments conducted validated the effectiveness of the proposed method,
demonstrating convergence of the solution and the influence of element discretization on the minimization of
the functional. Finally, Runtime was compared in both methods: Euler and ODE45; the Euler’s method was
Throughput-focused: Use lower-order fixed-step or inexact implicit methods for massive ensembles and O D E45
was fast startup, small memory overhead.
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