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Abstract Machine learning (ML) has been increasingly used in disease prediction, leveraging both phenotype and genotype
data. However, genotype data have received comparatively less attention due to limited availability, whereas phenotype data
have been more extensively studied. While breast cancer research is abundant, studies on other cancers, such as bladder
cancer, and neurological diseases like Parkinson’s disease, remain limited. High-dimensional datasets pose challenges,
including lengthy processing times, overfitting, an excess of features, and difficulties in classification. This study introduces
a framework that integrates phenotype and genotype data for cancer prediction, aiming for high accuracy with a minimal
number of relevant features. The framework consists of three main procedures: feature selection (FS), cancer prediction
(CP), and identification of cancer-associated genes/features (CAG/F). FS employs a hybrid LEDF approach, combining
the empirical distribution function (EDF) with three embedded methods: lasso regression selection (LRS), ridge regression
selection (RRS), and random forest selection (RFS). EDF acts as a resampling tool with external (EEDF) and internal (IEDF)
components that merge as E/IEDF. Features are selected based on classification accuracy using both union and intersection
methods. CP applies multiple ML models with cross-validation to enhance prediction accuracy. Lastly, CAG/F identifies
cancer-associated genes/features following the FS and CP steps. The algorithms E/IEDF-RFS, E/IEDF-LRS, and E/IEDF-
RRS demonstrated excellent performance for RNA gene and dermatology datasets, achieving 100% accuracy. E/IEDF-
RFS reached 94.58% accuracy for Parkinson’s Disease2, while EEDF-LRS performed best for DNA data with 94.85%
accuracy. E/IEDF-RRS showed 96.43% accuracy for Parkinson’s Disease1 using RF classifiers, and IED-RFS and E/IEDF-
LRS achieved 98.42% accuracy for the BreastEw dataset.
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1. Introduction

In the realm of ML and artificial intelligence (AI), the analysis of high-dimensional datasets is considered a
crucial step. AI has revolutionized feature selection (FS) limitations resolution, establishing a significant link
between computer science and data, particularly in the healthcare field. Its purpose is to emulate human decision
making [1, 2, 3]. Since the rapid advancements in computer science, the abundance of healthcare datasets, and
the development of arithmetic algorithms, AI applications have been extensively employed in this field since
2000 [1, 2, 3]. Moreover, AI has significantly improved and addressed numerous issues pertaining to human
cancer diseases. It serves as a valuable tool for specialists, providing a second opinion to assist in their final
decision-making due to its effectiveness and robustness [2]. AI possesses remarkable capabilities in acquiring
more precise information compared to manual methods. This accurate information supports specialists in making
informed decisions [1]. Furthermore, AI applications require less labor than manual methods, reducing patient
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burden and saving time and costs [1, 2, 3]. Cancer has the ability to spread very quickly in recent times causes
many diseases—not only common illnesses but also cancer—leading to death [1, 2, 3, 4]. Cancer can be defined as
the uncontrolled growth of abnormal cells or changes in gene sequences due to various factors, and it can develop
in any part of the body[1, 5, 6]. There are many types of cancer, but in our work, we focused on specific types.

Parkinson’s disease (PD) is a prevalent neurodegenerative disorder [7]. Detecting and diagnosing it in the early
stages is particularly challenging [8]. PD is recognized as the second most common neurodegenerative cause of
death after Alzheimer’s disease [8, 9]. A primary factor contributing to PD is a decrease in dopamine production, a
critical chemical produced by neurons in the brain [10]. Dopamine facilitates key brain functions, and its deficiency
leads to the onset of PD [10]. While insufficient dopamine production is a known cause, the precise reasons for the
disease remain unclear. Early diagnosis is crucial for preventing severe complications, yet it remains difficult due
to several factors: (1) a shortage of specialists who can accurately diagnose PD in many regions, (2) the significant
workload and pressure on doctors [10], (3) the influence of genetic and environmental factors, (4) age-related risks
and stress [11]. PD affects both men and women, although men are more likely to develop it [12, 13]. The disease’s
symptoms include impaired movement and walking, which worsen progressively over time [12]. To improve early
detection, it is critical to identify the key genes associated with PD. While machine learning (ML) techniques have
been applied to address this, relatively few studies focus on PD-specific methods [10].

Bladder cancer (BLC) is a rapidly spreading disease and ranks as the fifth most common cancer globally [14, 15]
as well as the ninth most frequent malignant tumor [16]. It is classified into two types: (1) Muscle-invasive bladder
cancer (MIBC), (2) Non-muscle invasive bladder cancer (NMIBC) [16, 17]. BLC usually starts in the bladder’s
inner lining and, in some cases, spreads to the surrounding muscle tissue. Once the tumor reaches this stage, it
may metastasize to other body parts through the lymphatic system [18]. Smoking is one of the most prominent
risk factors for BLC, with its impact depending on the duration and intensity of tobacco use [14, 19, 20]. Men
are at a higher risk of developing BLC compared to women [20, 21]. Genetic factors also significantly contribute
to the likelihood of BLC [22]. Moreover, dietary habits are crucial, as unhealthy diets are linked to an increased
risk of the disease [20, 23]. Repeated bladder inflammation, urinary obstructions, or catheter-related injuries can
further exacerbate the condition [20, 24]. Although medicinal treatments are widely used, they often come with
serious side effects [20, 25]. Obesity has also been identified as a notable risk factor for BLC [26]. To reduce
the risk of BLC, the following guidelines are recommended: (1) avoid smoking and limit exposure to tobacco
smoke [20, 27], (2) reduce exposure to harmful chemicals [20], (3) maintain a diet rich in fruits and vegetables, (4)
incorporate regular exercise into your routine [20, 28]. Individuals diagnosed with BLC should prioritize regular
health monitoring and undergo necessary medical examinations to manage their condition effectively[20, 29, 30].

Big data presents numerous challenges, prompting the use of machine learning (ML) to address these
complexities without explicit programming [1, 31]. Some of the most pressing issues include selecting relevant
features, reducing fitting time, improving classification accuracy, and ensuring robust model validation [1, 31].
Feature selection (FS), the process of identifying and retaining the most informative features while discarding
irrelevant ones, is essential to solve these challenges [1, 31, 32, 33, 34, 35]. FS techniques are broadly categorized
into three types: Filter methods: These evaluate features based on statistical scores and select subsets accordingly.
Filters are popular for their simplicity and speed but face limitations such as overfitting, lack of ML integration,
and occasional failure to identify the most relevant features [1, 35, 36]. Wrapper methods use ML algorithms
to evaluate and select features, often using predictive models for performance optimization. Although effective,
wrappers are computationally intensive and susceptible to overfitting [1, 35]. Embedded methods incorporate
feature selection into the model training process, often during the classification phase. Embedded techniques are
preferred for their ability to reduce overfitting, optimize computational costs, and identify the most significant
features [37]. In this study, we adopted the embedded FS method to address these challenges. This approach offers
a comprehensive solution, enhancing classification accuracy, reducing data dimensionality, lowering processing
time, and mitigating over-fitting [1, 37]. Furthermore, it significantly improves cancer prediction (CP) performance,
making it an optimal choice for big data applications.

Recently, machine learning (ML) models have been widely applied across various fields to detect and diagnose
diseases [1, 38]. These models have demonstrated superior predictive performance compared to manual methods
[39]. However, big data poses significant challenges, such as high dimensionality, which can lead to inaccurate
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results and wasted computational resources. To address these issues, many researchers have focused on leveraging
ML algorithms for disease detection and diagnosis, with particular emphasis on Parkinson’s disease (PD) and
bladder cancer (BLC). Filter models are commonly used in feature selection (FS) due to their simplicity and
efficiency in saving time. However, they often face issues such as over-fitting. For instance in [40], the authors
proposed a filtering algorithm combining the Information Gain (IG) algorithm with a distance metric known as
IGD to identify key features. Their process involved five steps and employed three classifiers: K-nearest neighbors
(KNN), neural networks, and Naive Bayes. Similarly, in [34], the authors developed an IG-based feature selection
(IGF) approach to analyze various types of human cancer using a DNA copy number variation (CNV) dataset.
This method successfully identified 16,381 features out of 23,000, followed by classification using multiple
algorithms. Another study [41], explored several filtering algorithms, including correlation-based feature selection
(CBS), fast correlation-based feature selection (FCBF), and mutual information for feature selection (MIFS). The
classification was carried out using the KNN classifier. In [42], the researchers implemented multiple filter-based
FS algorithms, such as IGF, principal component analysis (PCA), and CBS. These selected features were classified
using multilayer perceptron, decision trees, random forest (RF), and KNN classifiers.

In [43], the Chi-Square test was used to identify key features associated with malaria Likewise. In [44], a filter
model based on IGF was proposed, evaluated using J48, support vector machine (SVM), and Bayes Net classifiers.
The study used 32 real-world datasets in [45], and eight FS filter algorithms were explored, including the Gini
index, ReliefF, spectral feature selection (SPEC), conditional mutual information maximization (CMIM), minimum
redundancy maximum relevance (mRMR), joint mutual information (JMI), efficient and robust feature selection
(RFS), and CBS. Four classifiers were applied to the FS output. Additionally, in [46], the authors introduced a Bat
algorithm-based RF (BbRF) approach to enhance disease classification performance, incorporating fuzzy values to
improve accuracy. Another method proposed in [47] used an extensive feature selector (EFS) across four datasets
and compared it with nine established FS techniques. Finally, in [48] a filter method. An approach integrating
IGF, Chi-Square, and inter-correlation algorithms was proposed. This approach addressed imbalanced classes,
implemented feature ranking, and analyzed feature-to-feature correlations.

Wrapper methods enhance model performance and generate a meaningful subset of features. For these reasons,
many studies have applied them to the feature selection (FS) process. Despite their advantages, wrapper methods
face several challenges, with one of the biggest being computational cost. In [49], the authors proposed a multilayer
feature subset selection method (MLFSSM), where features are divided into subsets with equal weights. Numerous
feature subsets are generated to obtain diverse feature combinations, with each subset having its own classifier.
The final results are based on the highest subset accuracy from the last layer. In [50], the authors modified the
genetic algorithm (GA) to create GA-based Feature Selection (GbFS), which was applied to develop firewalls and
intrusion detection systems (IDSs), using three benchmark network traffic datasets. In [34], the authors introduced
a wrapper method that combines a genetic algorithm (GA) and particle swarm optimization (PSO) for the feature
selection process, employing various classifiers to evaluate model performance. To address the challenges posed
by wrapper methods, many authors have explored embedded methods. In [51], the Salp Swarm Algorithm (SSA)
was used to improve classification accuracy and convergence speed, with an inertia weight incorporated to refine
the final outcomes. On the other hand, the authors in [35] introduced a modified algorithm for feature selection
that incorporates chaotic maps to enhance the performance of the SSA. This approach was tested on 27 different
datasets, with the selected features subsequently used in a KNN classifier.

Embedded algorithms are employed to address and enhance the challenges associated with wrapper methods. In
this context, the author in [52] proposed a modified Random Forest algorithm, named xRF, which eliminates less
important features based on p-values and identifies a subset of unbiased features. In [62], the authors improved
the performance of the Random Forest (RF) algorithm by applying it to gastric cancer patient data from the
Surveillance, Epidemiology, and End Results (SEER) database. To improve RF voting, they implemented out-of-
bag (OOB) evaluation to assess decision tree performance, also introducing a three-level weighted random forest
(TLWRF) that replaces OOB with training data. On the other hand, many authors have applied LRS algorithms
in the feature selection process to choose relevant features for model construction. In [54], the authors applied
an LRS based feature selection model to a crime dataset, using the caret package for preprocessing. The selected
features were then fed into Naive Bayes classifiers, with Autoregressive Integrated Moving Average (ARIMA)
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used for forecasting. In [55], the authors introduced a feature selection process that combines LRS with elastic net
regularized generalized linear models (glmnet in R) and mRMR, applied to public health nursing documentation.
Additionally, in [56], a multi-level feature selection algorithm based on LRS coefficient threshold (Coe-Thr-Lasso)
was proposed. This method removes features with low correlation to classification results using t-tests and variance,
and eliminates redundant features with a low coefficient threshold. The proposed method was compared to other
classifiers, such as RF, LR, and SVM. To improve survival prediction, the authors in [57] applied LRS for selecting
important features from microarray datasets in gynecologic cancer research, using 10-fold cross-validation and
calculating the area under the ROC curve to validate accuracy. In [58], the authors used a dataset for air quality
prediction and proposed a selection method that compared LRS with Correlation-based Adaptive LASSO (CbAL),
which enhances LRS by evaluating adaptive weights. The selected features were forwarded to various classifiers.
To optimize diabetes diagnosis, the authors in [59] applied LRS, citing its ability to (1) select the most relevant
features, (2) improve classification accuracy, (3) minimize over-fitting, and (4) maximize model interpretability
[59, 60]. They used Analysis of Variance (ANOVA) for their analysis. Several authors have applied Regularized
Regression Selection (RRS) algorithms due to their advantages. In [61], a method using RRS was proposed for
both synthetic and real-world datasets. The method was compared with several algorithms, including information
gain, the single-set spectral sparsification algorithm with leverage-score sampling, random feature selection, and
rank-revealing QR factorization (RRQR). In [62], the RRS algorithm was applied in the medical field using a
genotype dataset called GTEx RNAseq expression, based on Bayesian methods (B-GEX). Correlation coefficients
between target genes and preselected feature genes in peripheral blood were captured; with feature reduction
performed using the cosine similarity approach, and linear regression as the baseline method. Furthermore, in [63],
the authors used the RRS algorithm to diagnose diabetes at an early stage, integrating it with the Ridge-Adaline
Stochastic Gradient Descent (RASGD) classifier. High correlation features were selected, and Adaline was added
to the Stochastic Gradient Descent method to enhance the classification model.

Hybrid algorithms have become central to the prediction process. Numerous authors have implemented various
hybrid algorithms for feature selection (FS). For instance, in [64], the authors combined filter and wrapper methods
to create hybrid features for five cancer microarray datasets. They utilized a gain ratio (GR) filter, with the selected
features passed to a forward selection algorithm and then evaluated using several classifiers. In [65], a hybrid
method was proposed that combines IGF with best-first search, rank search, and greedy stepwise approaches for
cancer datasets. The selected features were classified using KNN, Naı̈ve Bayes, RF, SVM, and stacking ensemble
methods. Similarly, the authors in [66] developed a hybrid method incorporating autoregressive (AR) models and
empirical mode decomposition (EMD). The selected features were processed using CBS methods and RF, with
RMSE calculated to measure performance. In [67], a hybrid FS approach was employed for survival prediction in
hepatocellular carcinoma datasets. This method combined wrapper and embedded algorithms, using LRS and RRS
based on the LR classifier for embedding and RFE with gradient boosting and RF. Various classifiers were then
applied. To address dimensionality reduction and class imbalance, the authors in [68] developed a hybrid FS method
combining LRS with random oversampling, applied to a diabetes dataset, with the features fed to an ANN classifier.
On another note, the authors in [69] proposed a hybrid FS method for economic datasets by combining correlation
analysis ANN, RRS, LRS and Elastic-net. The selected features were evaluated using different classifiers. In [70],
a two-stage hybrid FS method was introduced. The first stage combined GA with IGF, while the second stage used
mRMR algorithms. The features selected in both stages were forwarded to various classifiers. The authors in [71]
developed a hybrid method incorporating RLS and RRS for heart disease datasets, using multiple classifiers to
evaluate performance. Similarly, in [72], a hybrid method using LRS and RRS was proposed for diabetes datasets,
with RMSE and median RMSE calculated to assess accuracy. In [73], a comprehensive hybrid FS approach was
applied to a heart disease dataset, combining methods such as ANOVA, chi-square, MIFS, relief, forward feature
selection, backward feature elimination, RFE, exhaustive feature selection, RLS, and RRS. The selected features
were tested across various classifiers.

Currently, the detection and diagnosis of various cancer types leverage genotype and phenotype datasets, which
form the primary motivation for our work, particularly for Parkinson’s disease (PD) and bladder cancer (BLC). To
validate the proposed strategy, we employ a hybrid feature selection (FS) approach that integrates LEDF, RFS, LRS,
and RRS algorithms. The EDF equation is incorporated for several reasons, most notably its ability to minimize
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over-fitting among features. It is applied at three stages alongside embedded algorithms, ultimately identifying the
most relevant features for cancer detection. The selected features are evaluated using multiple classifiers, including
Bagg, SVM, RF, and LR. The performance of the LEDF method is compared against other standalone algorithms as
well as methods from state-of-the-art research. This cancer prediction framework demonstrates exceptional results
across six datasets.

This work contributes significantly in the following ways:

1. Development of a comprehensive framework for diagnosing various types of cancer using phenotype and
genotype data across six datasets.

2. Proposal of a novel FS methodology combining the hybrid EDF equation with embedded algorithms,
specifically LEDF-RFS, LEDF-RLS, and LEDF-RRS, to address existing FS limitations.

3. Highlighting the importance of FS in enhancing predictive accuracy for bladder cancer and Parkinson’s
disease.

4. Utilizing union and intersection operations to identify the most critical features or genes associated with the
progression of human cancers.

The structure of the work is organized as follows:

• Introduction: This section highlights the challenges in feature selection and reviews prior research efforts to
tackle these issues.

• Materials and Methods: This section details the hybrid algorithm proposed to improve feature selection and
resolve the identified challenges.

• Results: This section provides the numerical findings of the proposed methods and compares them with
outcomes from existing studies on the same datasets.

• Biological Interpretation of Key Features: This section provides n in-depth analysis of the key features
identified by our models, explaining their biological significance and relevance to the studied conditions.

• Discussion: This section analyzes the implementation of the proposed methods and their potential practical
applications.

• Conclusions: This section summarizes the key aspects of the proposed methods and evaluates their
effectiveness in overcoming feature selection challenges.

• Limitations: This section outlines the key limitations and obstacles faced during the course of this research.

2. Materials and Methods

In this section, we introduce the proposed LEDF method, which integrates three embedded algorithms. The
approach is applied in three configurations: external, internal, and a combination of both. Furthermore, we provide
detailed descriptions of six distinct datasets related to various types of human cancer.

2.1. Datasets
In our study, we utilized diverse datasets, encompassing both phenotype and genotype data. Six distinct cancer
datasets from various sources were employed. Five of these datasets were obtained from the UCI Machine Learning
Repository [74], while the sixth was sourced from CBioPortal for Cancer Genomics [75, 76, 77]. A detailed
description of these datasets is provided in Table 1.
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Table 1. Summary of The Six Datasets Integrated in the Present Study

Category Type DS No. Datasets #Features #Samples #Class

Small <100
D1 BreastEW 30 569 2
D2 Dermatology 34 366 6
D3 Parkinson’s2 46 240 2

Medium <100 <D 1000 D4 Parkinson’s1 753 756 2

Large <1000 <D 21000 D5 DDNA CNV 16381 2916 6
D6 RNA gene 120531 801 5

2.2. A hybrid of LEDF and embedded algorithms for feature selection
In our work, we developed a hybrid approach by integrating the EDF equation, providing an effective solution to address feature selection
(FS) challenges and reduce variance among features. This approach also mitigates the overfitting problem, which often leads to complex and
unreliable outcomes. The embedded algorithms further enhance classification accuracy. By combining the strengths of the EDF equation
with embedded algorithms, we identified the most influential features. These features delivered outstanding results compared to other
methods, highlighting genes and chromosomes significantly involved in cancer mutations.

2.2.1. Empirical distribution function (EDF) In our work, we applied a resampling method using the bootstrap method. The
samples are drawn with replacements the same size as the original datasets. Bootstrap used EDF for drawing the samples. The EDF is also
called an empirical cumulative distribution function (ECDF). It is based on the empirical measures [78]. The samples of bootstrap from
EDF are denoted as follows:

Given D = D1, D2, D3, ....Dn, where D is the original dataset.

Fn(d) =
1

n

n∑
I=1

(1(Xi < d))

(1)

Where 1 is the indicator function. The statistic is computed. The bootstrap dataset is denoted as D∗ = D∗
1 , D

∗
2 , D

∗
3 , D

∗
4 , . . . . . . .D

∗
n.

Bootstrap samples are drawn with the same size as the original datasets. The LEDF is applied for many locations with RF, LRS, and RRS.
The EDF was applied with bootstrap resampling to improve ML stability and minimize variance and overfitting.

2.2.2. Lasso regression for selection (LRS) The main objective of our work is to obtain the relevant features (genes) for the
selection process. Hence, we do our best to implement the appropriate algorithms for this main task. In this direction, we utilized the
advantages of LRS algorithm for FS. This algorithm decides which features were selected or not. It selected features based on coefficients
correlation. The features with zero coefficients are cancelled and the others are selected. Therefore, this algorithm diminishes over-fitting
between features and provides classification accuracy. The LRS equation is described as follows:-

L(β0, β) =

s∑
i=1

(yi − β0 − xn
i β)

2 + λ

p∑
k=1

| βk | (2)

Suppose the original data D with S samples (yi, xi), where (yi) is the class of the variables and (xi) is the samples. The β is the
correlation coefficient for the LRS, where β = (β1, β2, β3, β4, . . . . . . βp) which represents the regularization term. λ is the regularization
parameter. LRS is used to reduce errors and over-fitting. This process is called regularization (L1).

2.2.3. Ridge regression for selection (RRS) The RRS algorithm selects the high correlated values for features. It belongs to
regularization called L2, which evaluates the square of the magnitude of the coefficients. It provides an important way to deal with missing
values. The RRS equation is described as follows:-

L(β0, β) =

s∑
i=1

(yi − β0 − xn
i β)

2 + λ

p∑
k=1

β2
k (3)

Where (yi) is the class of the variables, and (xi) are the samples. The β is the correlation coefficient for the RRS. λ is the regularization
parameter L2 to reduce the complexity of the model performance. For LRS and RRS, the EDF is applied in different locations. The first
location is applied before LRS and RRS called EEDF. The second location is applied after the fitting process for the two algorithms called
IEDF. The EDF is applied in both external and internal locations in the third location, called E/IEDF. The results are improved after the
proposed methods.
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2.2.4. Random forest for selection (RFS) Due to many issues in FS process, RFS is applied to fix these issues. RFS provides an
effective and efficient way for selection by computing the features’ importance. It reduces the over-fitting and variance. It is an embedded
method that solves the time complexity problem found in wrapper methods. The EDF is applied in three locations as in the previous
two algorithms. During applying the LEDF, the importance of features is computed using Gini importance scores, and the optimal subset
features are selected. The proposed methods flowchart is illustrated in fig.1.

The proposed algorithm 1 using three different locations for LRS algorithm called LEDF-LRS is given below. This algorithm included
external, internal and both (external & internal) locations of EDF for resampling. The Algorithm 1 steps are explained as follows in Table
2.

Table 2. Algorithm 1: Hybrid Proposed Method using LEDF-LRS

Algorithm 1 of the hybrid proposed method using LEDF-LRS
Input:
Datasets D = (d1, d2, ..., dn) // phenotype and genotype cancer datasets
Output:
Selected feature sets:FEEDF LRS, FIEDF LRS, FE/IEDF LRS
#Begin:
1. External Bootstrapping for: FEEDF LRS and FE/IEDF LRS

For each dataset di in D:
Generate D* using equation (1) for EEDF and E/IEDF

2. Feature Selection with LRS:
Compute correlation coefficient using equation (2)

3. Internal Bootstrapping for: FIEDF LRS and FE/IEDF LRS
For each dataset di in D:

Generate D* using equation (1) for IEDF and E/IEDF based on correlation results
4. Feature Selection Steps:

For each location in LRS:
Select features where $correlation ≥ 0.1

5. Return:
FEEDF LRS, FIEDF LRS, FE/IEDF LRS

6. Evaluation:
Evaluate models using accuracy, precision, recall, F1-score, AUC, Variance

7. Set Operations:
GIntersection LRS = IntersectionFEEDF LRS, FIEDF LRS, FE/IEDF LRS
GUnion LRS = UnionFEEDF LRS, FIEDF LRS, FE/IEDF LRS

End of Algorithm 1

The proposed algorithm 2. called LEDF-RRS are explained below as follows in Table 3:-

Table 3. Algorithm 1: Hybrid Proposed Method using LEDF-LRS

Algorithm R of the hybrid proposed method using LEDF-RRS
Input:
Datasets D = (d1, d2, ..., dn) // phenotype and genotype cancer datasets
Output:
Selected feature sets:FEEDF RRS, FIEDF RRS, FE/IEDF RRS
#Begin:
1. External Bootstrapping for: FEEDF RRS and FE/IEDF RRS

For each dataset di in D:
Generate D* using equation (1) for EEDF and E/IEDF

2. Feature Selection with RRS:
Compute correlation coefficient using equation (3)

3. Internal Bootstrapping for: FIEDF RRS and FE/IEDF RRS
For each dataset di in D:

Generate D* using equation (1) for IEDF and E/IEDF based on correlation results
4. Feature Selection Steps:

For each location in RRS:
Select features where $correlation ≥ 0.1

5. Return:
FEEDF RRS, FIEDF RRS, FE/IEDF RRS

6. Evaluation:
Evaluate models using accuracy, precision, recall, F1-score, AUC, Variance

7. Set Operations:
GIntersection RRS = IntersectionFEEDF RRS, FIEDF RRS, FE/IEDF RRS
GUnion RRS = UnionFEEDF RRS, FIEDF RRS, FE/IEDF RRS

End of Algorithm 2
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The proposed algorithm 3 using RFS algorithm with different bootstrap locations called LEDF-RFS is given as follows in Table 4:-

Table 4. Algorithm 3: Hybrid Proposed Method using LEDF-RFS

Algorithm 3 of the hybrid proposed method using LEDF-RFS
Input:
Datasets D = (d1, d2, ..., dn) // phenotype and genotype cancer datasets
Output:
Selected feature sets:FEEDF RFS, FIEDF RFS, FE/IEDF RFS
#Begin:
1. External Bootstrapping for: FEEDF RFS and FE/IEDF RFS

Generate D* using equation (1) for EEDF and E/IEDF
2. Feature Selection with RFS:

a. For FEEDF RFS and FIEDF RFS:
Train using full dataset with M trees

b. For FEEDF RFS:
Train using bootstrap samples with M trees

3. Repeat B times:
a. Build decision trees.
b. At each node:

- Select subset f ⊂ F.
- Choose best feature from f.
- Rank features by importance.
- Remove features below threshold.

4. Return: FEEDF RFS, FIEDF RFS, FE/IEDF RFS
5. Evaluation:

Assess with performance metrics
6. Set Operations: GIntersection RFS = IntersectionFEEDF RFS, FIEDF RFS, FE/IEDF RFS

GUnion RFS = UnionFEEDF RFS, FIEDF RFS, FE/IEDF RFS
End of Algorithm 3

3. Results

This section presents the extensive experiments conducted to validate our frame work and its algorithm. The experiments encompassed
different dataset sizes to ensure the generalizability of our proposed method. We utilized six datasets comprising various human cancers
and other diseases.

The proposed algorithms were designed to identify the most relevant features and genes from the datasets while eliminating those that
would yield poor results if selected. The aim was to minimize the impact of high dimensionality, reduce processing time, prevent over-
fitting, and maximize classification performance. We employed LR, SVM, RF, and Bagg classifiers to enhance the prediction model’s
performance.

Comparisons were made between our proposed methods and individual algorithms such as RF, RRS, and RLS. Additionally, we
compared our methods with filter methods such as MIFS. Furthermore, we compared our proposed methods with other hybrid approaches
that utilize RFS, RRS, and RLS. To evaluate the performance of our proposed methods, we employed stratified 30-fold cross-validation.
The following metrics were used for performance evaluation.

3.1. Metrics
• Model Evaluation Metrics:- To assess the performance of the classification model, we use several metrics, including F1-score,

Precision, Recall, variance, Area Under the Curve (AUC) and Receiver Operating Characteristic (ROC) area. These metrics help in
quantifying the effectiveness of the model [1, 8, 35].

Accuracy =
True Positives + True Negatives

Total Samples
(4)

Recall (Sensitivity) =
True Positives

True Positives + False Negatives
(5)

F1-Score = 2×
Precision × Recall
Precision + Recall

(6)

Precision (PPV) =
True Positives

True Positives + False Positives
(7)

• Processing time: - is the fitting time in second.
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• Classification accuracy:- measures the proportion of correctly classified samples among the total number of samples evaluated by a
classifier. It is ex pressed as the percentage of correct predictions out of all predictions made by the model.

Our proposed methods applied different classifiers included in:-

1. SVM to:-

• Handles High-Dimensional Data Well.
• SVM uses a margin-maximization principle which helps it generalize well to unseen data and avoid overfitting.
• You can apply different kernels (e.g., linear, RBF) to handle both linear and non-linear data patterns, which is useful in biological

systems.

2. Logistic regression to:-

• Simple and Interpretable.
• Fast and Lightweight.
• Effective for Binary Classification.

3. Bagging to:-

• Improve the stability and accuracy.
• Reduce the risk of overfitting.
• Combine multiple weak learners.
• Handle noisy data more effectively.

4. RF to:-

• well-known robustness.
• Ability to handle high-dimensional datasets such as RNA-seq data.
• Built-in capability to estimate feature importance

3.2. Hyperparameter tuning
To improve model performance and ensure robust feature selection in high-dimensional datasets, we performed hyperparameter tuning
for all applied classifiers. The tuning was performed using stratified k-fold cross-validation to maintain class balance during training and
validation. The impact of hyperparameter tuning was evaluated by comparing model performance before and after tuning. The results
showed a noticeable improvement in accuracy, precision, recall, and F1 score, confirming the importance of proper hyperparameter
optimization in high-dimensional settings.

Additionally, we applied Ridge regression with 5-fold cross-validation (CV=5) to ensure that the model’s performance was stable and
reliable across different data subsets. The use of cross-validation helped us assess the generalizability of our model and further validate the
effectiveness of the hyperparameter tuning.

The experiments were conducted using Python on a PC running Windows 10. The system is equipped with an 11th Gen Intel® Core™ i7-
1165G7 processor, operating at 2.80 GHz, and is supported by 16 GB of RAM. The hyperparameters for the experiments were determined
through an iterative trial-and-error process and set randomly. Details regarding the hyperparameter settings and their corresponding values
are presented in Table 5.

3.3. Numerical Results
The proposed method aims to address the previous limitations and assist specialists in making informed decisions by selecting the most
effective features. To achieve this, we employed a 30-fold stratified cross-validation technique, which ensures balanced label classes in
each fold, similar to the entire dataset. Table 6 presents an ablation study for each algorithm individually and shows the results before
each component of the proposed algorithms. Each combination was independently evaluated to assess how EDF interacts with different
embedded methods. The goal was to analyze the performance and compatibility of EDF with LRS, RRS, and RFS separately. This design
allowed us to examine the strength of each hybrid path rather than merging all techniques into a single ensemble. Table6 shows the results
of each component in the algorithm, i.e. shows the results of the separated RFS, LRS and RRS without adding the EDF equation and they
did not give the best results.

It is evident that the single algorithm required more time for the fitting process, resulting in suboptimal performance metrics across all
datasets. We also observed various issues with the single algorithm.

To overcome these challenges, we developed our methods incorporating hybrid algorithms that take advantage of EDF with different
locations and embedded algorithms. These methods were specifically designed to address and resolve the aforementioned issues.

Table 6. The Performance of Individual Algorithms for All Datasets

Metrics RNA gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology
RFS Algorithm
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Metrics RNA gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology
Train Data (%) 100.000 89.803 76.484 53.426 95.000 89.860
Test Data (%) 99.800 84.054 75.000 53.333 93.000 87.725
Over-Fitting Difference 0.200 5.749 1.484 0.509 93.000 2.135
Precision 0.999 0.819 0.629 0.509 0.938 0.837
Recall 0.998 0.764 0.557 0.533 0.928 0.821
F1-score 0.998 0.775 0.537 0.397 0.932 0.815
No of Features 374.000 1234.000 224.000 12.000 27.000 11.000
Fitting Time (S) 13.015 5.000 1.474 0.104 0.090 0.094
Classification Time (S) 0.275 5.085 0.158 0.0008 0.008 0.002
AUC 1.000 0.955 0.706 0.867 0.989 0.985
Variance 0.00002 0.000193 0.00108 0.002623 0.00583 0.002819
Standard deviation 0.00447 0.01389 0.03286 0.05122 0.07638 0.05308
Accuracy 99.800 84.054 75.000 53.333 93.000 87.725

LRS Algorithm
Train Data (%) 100.000 97.241 76.382 74.722 94.345 97.936
Test Data (%) 99.377 85.288 74.856 69.167 93.850 97.545
Over-Fitting Difference 0.623 11.953 1.526 5.555 0.495 0.391
Precision 0.995 0.824 0.540 0.711 0.945 0.976
Recall 0.993 0.793 0.544 0.692 0.929 0.971
F1-score 0.993 0.800 0.506 0.672 0.933 0.972
No of Features 1486.000 11265.000 487.000 43.000 22.000 32.000
Fitting Time (S) 0.267 3.476 0.116 0.008 0.811 0.008
Classification Time (S) 0.386 15.052 0.206 0.0008 0.101 0.002
AUC 0.999 0.961 0.679 0.744 0.989 0.998
Variance 0.000043 0.000323 0.005194 0.029398 0.002116 0.000408
Standard deviation 0.00656 0.01797 0.07205 0.17143 0.04599 0.02020
Accuracy 99.377 85.288 74.856 69.167 93.850 97.545

RRS Algorithm
Train Data (%) 100.000 96.929 91.196 74.306 92.072 97.966
Test Data (%) 99.875 86.077 80.419 66.667 91.570 97.545
Over-Fitting Difference 0.125 10.852 10.777 7.639 0.502 0.421
Precision 0.999 0.842 0.746 0.680 0.917 0.976
Recall 0.998 0.799 0.730 0.667 0.903 0.971
F1-score 0.999 0.810 0.733 0.650 0.908 0.972
No of Features 2195.000 7983.000 574.000 46.000 28.000 28.000
Fitting Time (S) 0.356 1.941 0.019 0.003 0.008 0.009
Classification Time (S) 0.611 10.223 0.548 0.018 0.004 0.002
AUC 1.000 0.965 0.797 0.729 0.964 0.998
Variance 0.000016 0.000328 0.001918 0.019676 0.000801 0.000408
Standard deviation 0.00400 0.01811 0.04380 0.14024 0.02828 0.02020
Accuracy 99.875 86.077 80.419 66.667 91.570 97.545

To strengthen our analysis, we can also include the performance results of the EDF method alone, without combining it with any
embedded algorithms in a new table called Table 7. This will allow us to better isolate and evaluate the standalone contribution of EDF and
to more clearly demonstrate the added value of each hybrid combination.

Table 7. The Performance of Individual EDF Equation for All Datasets

Metrics RNA gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology
EDF Equation

Train Data (%) 99.987 99.272 79.379 75.509 94.933 99.856
Test Data (%) 99.630 90.532 78.309 73.750 94.520 98.085
Over-Fitting Difference 0.357 8.740 1.070 1.759 0.413 1.771
Precision 0.996 0.779 0.756 0.755 0.950 0.985
Recall 0.995 0.876 0.592 0.732 0.934 0.982
F1 Score 0.995 0.886 0.597 0.730 0.938 0.980
No. of Features 20531 16381 753 46 30 34
Classification Time (s) 15.131 131.430 0.279 0.004 0.004 0.016
AUC 0.999 0.974 0.732 0.806 0.994 0.997
Variance 0.000128 0.025951 0.000733 0.006578 0.001203 0.000718
Standard Deviation 0.01131 0.16108 0.02707 0.08110 0.03469 0.02679
Accuracy 99.630 90.532 78.309 73.750 94.520 98.085

Table 8 shows the results of our proposed methods after 40 runs. The proposed method used EDF with different locations when applying
RFS. It is applied in external, internal, and both locations. The EEDF-RFS results showed that DNA CNV dataset gave the best results for
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Table 5. Hyperparameter Settings and Definitions

Parameter Definition Value
NRuns Number of runs 40
Problem Dimensions No. of features F in the dataset. Different size
X* No. of data produced after the

bootstrap resample method.
Different size

M The number of trees used in the
Random Forest algorithm.

100

Criterion The method that measures the
quality of split, Entropy, is applied.

–

min samples leaf The minimum number of samples
required to be at a leaf node.

100

λ Alpha symbol in RLS and RRS
algorithms used for regularization.

0.1

Tol Tolerance to stop criteria in LRS
and RRS algorithms.

0.0001

Max-iteration Max iteration in LR classifier. 100
CV No. of folds in cross-validation. 30

this location with classification accuracy value 94.477%, precision, recall, F1-score, and AUC values are 0.947, 0.925, 0.931 and 0.987,
respectively, using Bagg classifier. RNA gene dataset achieved the best results with classification accuracy 100.000%, precision, recall,
F1-score, and AUC values of 1.000 using RF, SVM and LR classifiers. The RF achieved the best accuracy value for Parkinson’s disease1
and Parkinson’s disease2 to become 96.030% and 94.167%.

Table 8. Average Results After Applying EEDF-RFS after 40 Runs on Various Datasets with Different Classifiers

Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

EEDF-RFS Algorithm
Bagg classifier

Train Data % 99.987 99.047 99.808 99.138 99.642 100.000
Test Data % 99.630 94.477 94.711 91.250 97.719 99.730
Over-Fitting Difference 0.357 4.570 5.097 7.888 1.923 0.270
Precision 0.998 0.947 0.935 0.931 0.980 0.996
Recall 0.995 0.925 0.924 0.911 0.976 0.994
F1 score 0.996 0.931 0.929 0.909 0.976 0.994
No of features 364 1535 138 7 3 13
Fitting time (S) 0.288 3.284 0.817 0.063 0.088 0.017
Classification time (S) 0.333 3.361 0.269 0.019 0.011 0.011
AUC 0.999 0.987 0.971 0.926 0.990 1.000
Variance 0.000128 0.000451 0.000889 0.008782 0.001850 0.000073
Standard deviation &0.01131 0.02123 0.02983 0.09375 0.04301 0.00854
Accuracy 99.630 94.477 94.711 91.250 97.719 99.730

RF classifier
Train Data % 100.000 97.169 100.000 100.000 100.000 100.000
Test Data % 100.000 92.420 96.030 94.167 97.018 99.459
Over-Fitting Difference 0.0 4.749 3.970 5.833 2.982 0.541
Precision 1.000 0.930 0.962 0.953 0.972 0.994
Recall 1.000 0.887 0.932 0.940 0.970 0.989
F1 score 1.000 0.899 0.945 0.940 0.969 0.990
No of features 364 1535 138 7 3 13
Fitting time (S) 0.288 3.284 0.817 0.063 0.088 0.017
Classification time (S) 0.342 0.965 0.761 0.105 0.088 0.042
AUC 1.000 0.990 0.990 0.956 0.994 1.000
Variance 0.0 0.000576 0.000615 0.006178 0.001659 0.000130
Standard Deviation 0.0 0.0240 0.0248 0.0786 0.0407 0.0114
Accuracy 100.000 92.420 96.030 94.167 97.018 99.459

SVM classifier
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Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

Train Data % 100.000 94.936 76.984 84.298 89.649 64.511
Test Data % 100.000 91.324 75.675 81.667 89.546 63.408
Over-Fitting Difference 0.0 3.612 1.309 2.631 0.103 1.103
Precision 1.000 0.927 0.593 0.834 0.903 0.424
Recall 1.000 0.878 0.547 0.817 0.887 0.577
F1 score 1.000 0.889 0.525 0.813 0.889 0.480
No of features 364 1535 138 7 3 13
Fitting time (S) 0.288 3.284 0.817 0.063 0.088 0.017
Classification time (S) 0.049 8.410 0.329 0.007 0.074 0.037
AUC 1.000 0.990 0.649 0.882 0.973 0.965
Variance 0.0 0.000844 0.001104 0.014327 0.006206 0.004007
Standard Deviation 0.0 0.0291 0.0332 0.1197 0.0788 0.0633
Accuracy 100.000 91.324 75.675 81.667 89.649 63.408

LR classifier
Train Data % 100.000 94.217 75.926 52.268 87.880 99.909
Test Data % 100.000 90.774 75.405 52.083 87.875 99.459
Over-Fitting Difference 0.0 3.443 0.521 0.185 0.005 0.450
Precision 1.000 0.910 0.604 0.309 0.887 0.997
Recall 1.000 0.866 0.535 0.504 0.871 0.995
F1 score 1.000 0.876 0.509 0.349 0.872 0.995
No of features 364 1535 138 7 3 13
Fitting time (S) 0.288 3.284 0.817 0.063 0.088 0.017
Classification time (S) 0.102 1.751 0.081 0.0005 0.003 0.003
AUC 1.000 0.985 0.715 0.889 0.953 1.000
Variance 0.0 0.000795 0.000539 0.000482 0.0061367 0.000292
Standard Deviation 0.0 0.0282 0.0232 0.0220 0.0783 0.0171
Accuracy 100.000 90.774 75.405 52.083 87.875 99.459

Furthermore, Table 9 presents the outcomes obtained from employing the proposed methods with EEDF-LRS. Notably, the RNA gene
dataset exhibited the most favorable results when utilizing this specific location, achieving a classification ac curacy value of 100.000%.
Additionally, precision, recall, F1-score, and AUC values were all 1.000 when employing the LR classifier. For the DNA CNV dataset,
EEDF LRS also yielded impressive results, with an accuracy of 94.850%. The precision, recall, F1-score, and AUC values were 0.950,
0.925, 0.934 and 0.988, respectively. In the case of the dermatology dataset, our proposed classifiers demonstrated superior performance
across the board, resulting in the best outcomes when compared to other datasets.

Table 9. Average Results after Applying EEDF-LRS after 40 Runs

Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

EEDF-LRS Algorithm
Bagg classifier

Train Data % 99.974 99.405 99.722 98.922 99.745 100.000
Test Data % 97.607 94.850 93.400 86.250 98.000 100.000
Over-Fitting Difference 2.367 4.555 6.322 12.672 1.745 0.0
Precision 0.983 0.950 0.914 0.888 0.982 1.000
Recall 0.973 0.925 0.908 0.860 0.976 1.000
F1-score 0.975 0.934 0.904 0.856 0.978 1.000
No. of features 836 1049 334 9 18 22
Fitting time (s) 0.278 1.964 0.247 0.0010 0.024 0.004
Classification time (s) 0.833 1.928 3.060 0.011 0.025 0.010
AUC 0.998 0.988 0.958 0.925 0.990 1.000
Variance 0.000642 0.000556 0.002308 0.012231 0.001452 0.0
Standard Deviation 0.0253 0.0236 0.0480 0.1106 0.0381 0.0000
Accuracy 97.607 94.850 93.400 86.250 98.000 100.000

RF classifier
Train Data % 100.000 97.672 100.000 100.000 100.000 100.000
Test Data % 99.240 93.722 95.226 94.167 98.000 100.000
Over-Fitting Difference 0.760 3.950 94.774 5.833 2.000 0.0
Precision 0.994 0.951 0.957 0.953 0.981 1.000
Recall 0.990 0.907 0.908 0.940 0.974 1.000
F1-score 0.991 0.919 0.923 0.940 0.976 1.000
No. of features 836 1049.000 334 9.000 18.000 22.000
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Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

Fitting time (s) 0.278 1.964 0.247 0.0010 0.024 0.004
Classification time (s) 0.608 0.732 1.99 0.094 0.116 0.040
AUC 1.000 0.993 0.981 0.956 0.998 1.000
Variance 0.000341 0.000561 0.002137 0.006178 0.001850 0.0
Standard Deviation 0.0185 0.0237 0.0462 0.0786 0.0430 0.0000
Accuracy 99.240 93.722 95.226 94.167 98.000 100.000

SVM classifier
Train Data % 98.510 97.173 76.589 61.272 94.509 100.000
Test Data % 98.247 93.380 76.587 60.833 93.509 100.000
Over-Fitting Difference 0.263 3.793 0.002 0.439 1.000 0.000
Precision 0.990 0.947 0.383 0.599 0.946 1.000
Recall 0.973 0.901 0.500 0.597 0.926 1.000
F1 Score 0.978 0.916 0.434 0.535 0.930 1.000
No. of Features 836 1049 334 9 18 22
Fitting Time (S) 0.278 1.964 0.247 0.0010 0.024 0.004
Classification Time (S) 0.521 5.695 0.706 0.012 0.021 0.012
AUC 1.000 0.995 0.831 0.615 0.998 1.000
Variance 0.000560 0.000307 0.000027 0.022003 0.002996 0.000
Standard Deviation 0.0237 0.0175 0.0052 0.1483 0.0547 0.0000
Accuracy 98.247 93.380 76.587 60.833 93.509 100.000

LR Classifier
Train Data % 100.000 96.383 76.665 51.667 81.716 100.000
Test Data % 100.000 93.759 76.451 51.667 81.559 100.000
Over-Fitting Difference 0.000 2.624 0.214 0.000 0.157 0.000
Precision 1.000 0.946 0.401 0.258 0.876 1.000
Recall 1.000 0.898 0.505 0.500 0.778 1.000
F1 Score 1.000 0.913 0.444 0.340 0.781 1.000
No. of Features 836 1049 334 9 18 22
Fitting Time (S) 0.278 1.964 0.247 0.0010 0.024 0.004
Classification Time (S) 0.219 0.735 0.136 0.0004 0.0003 0.003
AUC 1.000 0.991 0.803 0.603 0.954 1.000
Variance 0.000 0.000444 0.000990 0.001868 0.006799 0.000
Standard Deviation 0.0000 0.0211 0.0315 0.0432 0.0825 0.0000
Accuracy 100.000 93.759 76.451 51.667 81.559 100.000

The results in Table 10 of the proposed methods used EEDF-RRS. It showed that the LR and RF classifiers gave the best results for
RNA gene datasets with 100.000% classification accuracy. In addition, the Bagg classifier achieved the best accuracy results for DNA CNV
and BreastEW datasets to become 94.683% and 98.596%, respectively. The RF classifier gave the best accuracy results for Parkinson’s
disease1 and Parkinson’s disease2 datasets to become 96.426% and 94.16%, respectively. All classifiers gave the full percentage results for
the dermatology erythemato-squamous diseases dataset.

Table 10. Average Results after Applying EEDF-RRS after 40 Runs

Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

EEDF-RRS Algorithm
Bagg Classifier

Train Data (%) 99.927 99.386 99.790 99.253 99.806 100.000
Test Data (%) 97.745 94.683 94.713 91.250 98.596 100.000
Over-Fitting Difference 2.182 4.703 5.077 8.003 1.210 0.0
Precision 0.984 0.945 0.941 0.928 0.988 1.000
Recall 0.978 0.925 0.927 0.913 0.984 1.000
F1 Score 0.979 0.932 0.928 0.9103 0.985 1.000
No of Features 1739 562 581 9 22 25
Fitting Time (s) 1.000 0.953 1.381 0.010 0.111 0.003
Classification Time (s) 1.162 1.033 1.361 0.012 0.024 0.010
AUC 0.998 0.948 0.979 0.957 0.996 1.000
Variance 0.001232 0.000425 0.002750 0.009860 0.000560 0.0
Standard deviation 0.0351 0.0206 0.0524 0.0993 0.0237 0.0000
Accuracy 97.745 94.683 94.713 91.250 98.596 100.000

RF Classifier
Train Data (%) 100.000 97.421 100.000 100.000 100.000 100.000
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Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

Test Data (%) 100.000 93.380 96.426 94.167 98.070 100.000
Over-Fitting Difference 0.0 4.041 3.574 5.833 1.930 0.0
Precision 1.000 0.949 0.972 0.953 0.984 1.000
Recall 1.000 0.896 0.933 0.940 0.979 1.000
F1 Score 1.000 0.911 0.949 0.940 0.980 1.000
No of Features 1739 562 581 9 22 25
Fitting Time (s) 1.000 0.953 1.381 0.010 0.111 0.003
Classification Time (s) 0.677 0.900 0.598 0.090 0.106 0.042
AUC 1.000 0.993 0.992 0.956 0.999 1.000
Variance 0.0 0.000576 0.001353 0.006178 0.001048 0.0
Standard deviation 0.0000 0.0240 0.0368 0.0786 0.0324 0.0000
Accuracy 100.000 93.380 96.426 94.167 98.070 100.000

SVM Classifier
Train Data % 69.839 96.700 78.288 63.157 89.801 100.000
Test Data % 68.272 93.069 77.795 62.083 89.464 100.000
Over-Fitting Diff. 1.567 3.631 0.493 1.074 0.337 0.000
Precision 0.740 0.944 0.670 0.657 0.909 1.000
Recall 0.620 0.893 0.553 0.615 0.881 1.000
F1 Score 0.622 0.910 0.524 0.573 0.886 1.000
No. of Features 1739 562 581 9 22 25
Fitting Time (s) 1.000 0.953 1.381 0.010 0.111 0.003
Classification Time (s) 1.461 3.192 0.231 0.011 0.026 0.011
AUC 1.000 0.994 0.815 0.689 0.972 1.000
Variance 0.003086 0.000413 0.001037 0.018622 0.004957 0.000
Standard deviation 0.05555 0.02032 0.03220 0.13644 0.07043 0.00000
Accuracy 68.272 93.069 77.795 62.083 89.463 100.000

LR Classifier
Train Data % 100.000 94.161 94.650 62.744 90.702 100.000
Test Data % 100.000 90.878 89.825 62.500 90.700 100.000
Over-Fitting Diff. 0.000 3.283 4.825 0.244 0.002 0.000
Precision 1.000 0.909 0.874 0.640 0.920 1.000
Recall 1.000 0.855 0.846 0.621 0.894 1.000
F1 Score 1.000 0.869 0.857 0.597 0.900 1.000
No. of Features 1739 562 581 9 22 25
Fitting Time (s) 1.000 0.953 1.381 0.010 0.111 0.003
Classification Time (s) 0.293 0.302 0.514 0.0003 0.00054 0.003
AUC 1.000 0.986 0.926 0.685 0.924 1.000
Variance 0.000 0.000605 0.001292 0.029095 0.004907 0.000
Standard deviation 0.00000 0.02460 0.03595 0.17060 0.07005 0.00000
Accuracy 100.000 90.878 89.825 62.500 90.700 100.000

The results in Table 11 of the proposed methods used IEDF-RFS for the second location. It showed the EDF in an internal location. The
SVM and LR classifiers achieved 100.000% accuracy results for RNA gene dataset. The RF classifier gave the best accuracy results for the
BreastEW dataset to become 98.421%. The IEDF-RFS did not give the best results for other datasets.

Table 11. Average Results after Applying IEDF-RFS after 40 Runs

Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

IEDF-RFS Algorithm
Bagg Classifier

Train Data % 42.219 97.676 99.539 98.218 99.794 98.519
Test Data % 39.834 78.637 80.703 75.000 98.070 81.725
Over-Fitting Difference 2.385 19.039 18.836 23.218 1.724 16.794
Precision 0.210 0.730 0.769 0.788 0.984 0.774
Recall 0.229 0.698 0.727 0.750 0.978 0.792
F1 Score 0.162 0.703 0.726 0.728 0.980 0.757
No of Features 247 1001 141 25 16 8
Fitting Time (S) 0.218 5.133 1.025 0.123 0.152 0.005
Classification Time (S) 0.010 10.600 1.108 0.113 0.089 0.060
AUC 0.533 0.909 0.814 0.814 0.993 0.950
Variance 0.000746 0.001668 0.010533 0.031250 0.001239 0.009160
Standard deviation 0.02732 0.04083 0.10262 0.17678 0.03521 0.09573
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Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

Accuracy 39.834 78.637 80.703 75.000 98.070 81.725

RF Classifier
Train Data % 100.000 89.154 100.000 100.000 100.000 99.871
Test Data % 99.748 79.668 83.354 77.917 98.421 83.655
Over-Fitting Difference 0.252 9.486 16.646 22.083 1.579 16.216
Precision 0.998 0.749 0.792 0.830 0.987 0.815
Recall 0.997 0.706 0.734 0.779 0.982 0.819
F1 score 0.998 0.709 0.741 0.762 0.983 0.795
No of features 247.000 1001.000 141.000 25.000 16.000 8.000
Fitting time (S) 0.218 5.133 1.025 0.123 0.152 0.005
Classification time (S) 0.378 3.980 0.969 0.392 0.515 0.272
AUC 1.000 0.940 0.863 0.873 0.997 0.974
Variance 0.000092 0.001426 0.009885 0.026598 0.000984 0.008810
Standard Deviation 0.00959 0.03776 0.09942 0.16306 0.03137 0.09387
Accuracy 99.748 79.668 83.354 77.917 98.421 83.654

SVM Classifier
Train Data % 100.000 88.817 75.661 72.778 89.746 52.445
Test Data % 100.000 81.961 72.246 71.667 89.649 51.140
Over-Fitting Difference 0.0 6.856 3.415 1.111 0.097 1.305
Precision 1.000 0.797 0.418 0.724 0.911 0.355
Recall 1.000 0.737 0.495 0.717 0.883 0.458
F1 score 1.000 0.747 0.438 0.708 0.888 0.373
No of features 247.000 1001.000 141.000 25.000 16.000 8.000
Fitting time (S) 0.218 5.133 1.025 0.123 0.152 0.005
Classification time (S) 0.053 36.823 0.411 0.046 0.117 0.208
AUC 1.000 0.959 0.637 0.827 0.972 0.869
Variance 0.0 0.001280 0.004331 0.01844 0.005441 0.004889
Standard Deviation 0.00000 0.03578 0.06583 0.13581 0.07378 0.06993
Accuracy 100.000 81.961 72.246 71.667 89.649 51.140

LR Classifier
Train Data % 100.000 88.777 79.39 65.618 94.782 85.548
Test Data % 100.000 84.000 78.047 61.667 93.674 81.404
Over-Fitting Difference 0.0 4.777 0.343 3.951 1.108 4.144
Precision 1.000 0.824 0.719 0.620 0.944 0.767
Recall 1.000 0.764 0.624 0.617 0.931 0.768
F1 score 1.000 0.774 0.637 0.586 0.933 0.746
No of features 247.000 1001.000 141.000 25.000 16.000 8.000
Fitting time (S) 0.218 5.133 1.025 0.123 0.152 0.005
Classification time (S) 0.105 5.238 0.103 0.0043 0.014 0.016
AUC 1.000 0.958 0.745 0.671 0.985 0.969
Variance 0.0 0.000765 0.003703 0.047342 0.002749 0.010965
Standard Deviation 0.00000 0.02766 0.06085 0.21758 0.05243 0.10470
Accuracy 100.000 84.000 78.047 61.667 93.674 81.404

The results in Table 12 of the proposed methods used IEDF-LRS. The LR classifier achieved 100% accuracy results for the RNA gene
dataset. The Bagg classifier gave the best accuracy results for Parkinson’s disease1 dataset to become 95.231%. The RF classifier achieved
the best accuracy results for Parkinson’s disease2 and BreastEW datasets to become 92.500% and 98.246%, respectively. The Bagg, RF,
and SVM classifiers achieved the best classification accuracy results for the Dermatology erythemato-squamous diseases dataset to become
100.000%.

Table 12. Average Results after Applying IEDF-LRS after 40 Runs

Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

IEDF-LRS Algorithm
Bagg classifier

Train Data % 99.897 98.860 99.685 99.325 99.752 100.000
Test Data % 98.006 90.090 95.231 88.750 97.544 100.000
Over-Fitting Difference 1.891 8.770 4.454 10.575 2.208 0.0
Precision 0.981 0.901 0.949 0.907 0.976 1.000
Recall 0.977 0.866 0.924 0.889 0.972 1.000
F1-score 0.976 0.876 0.932 0.884 0.973 1.000
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Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

No of features 1645 674 211 12 18 20
Fitting time (S) 0.389 4.193 0.139 0.150 0.027 0.223
Classification time (S) 1.548 4.186 1.195 0.041 0.136 0.054
AUC 0.998 0.969 0.966 0.957 0.990 1.000
Variance 0.001597 0.000521 0.001807 0.011153 0.001286 0.0
Standard deviation 0.03997 0.02283 0.04250 0.10560 0.03586 0.00000
Accuracy 98.006 90.090 95.231 88.750 97.544 100.000

RF classifier
Train Data % 100.000 96.021 100.000 100.000 100.000 100.000
Test Data % 99.753 89.437 94.328 92.500 98.246 100.000
Over-Fitting Difference 0.247 6.584 5.672 7.500 1.754 0.000
Precision 0.999 0.913 0.955 0.935 0.983 1.000
Recall 0.997 0.839 0.892 0.925 0.980 1.000
F1 Score 0.998 0.856 0.913 0.923 0.981 1.000
No of Features 1645.000 674.000 211.000 12.000 18.000 20.000
Fitting Time (S) 0.389 4.193 0.139 0.150 0.027 0.223
Classification Time (S) 0.903 2.075 0.896 0.310 0.647 0.432
AUC 1.000 0.983 0.988 0.970 0.997 1.000
Variance 0.000088 0.000855 0.002442 0.008190 0.001210 0.000
Standard deviation 0.00938 0.02924 0.04942 0.09050 0.03478 0.00000
Accuracy 99.753 89.437 94.328 92.500 98.246 100.000

SVM classifier
Train Data % 99.251 95.755 80.732 77.632 91.603 100.000
Test Data% 99.245 91.000 80.691 76.667 91.563 100.000
Over-Fitting Difference 0.006 4.755 0.041 0.965 0.040 0.000
Precision 0.996 0.925 0.831 0.788 0.929 1.000
Recall 0.989 0.857 0.609 0.765 0.890 1.000
F1 Score 0.992 0.876 0.614 0.761 0.904 1.000
No of Features 1645 674 211 12 18 20
Fitting Time (S) 0.389 4.193 0.139 0.150 0.027 0.223
Classification Time (S) 0.922 32.072 0.281 0.077 0.115 0.042
AUC 1.000 0.985 0.808 0.863 0.972 1.000
Variance 0.000236 0.000643 0.001115 0.012135 0.000809 0.000
Standard deviation 0.01536 0.02536 0.03339 0.11016 0.02844 0.00000
Accuracy 99.245 91.000 80.691 76.667 91.563 100.000

LR classifier
Train Data % 100.000 93.404 92.445 74.167 90.002 99.396
Test Data % 100.000 89.919 89.939 74.028 89.637 98.070
Over-Fitting Difference 0.0 3.485 2.506 0.139 0.365 1.326
Precision 1.000 0.902 0.888 0.762 0.931 0.940
Recall 1.000 0.857 0.834 0.745 0.885 0.945
F1 Score 1.000 0.869 0.853 0.736 0.877 0.938
No. of Features 1645 674 211 12 18 20
Fitting Time (s) 0.389 4.193 0.139 0.150 0.027 0.223
Classification Time (s) 0.334 1.299 0.908 0.002 0.006 0.022
AUC 1.000 0.978 0.935 0.820 0.984 1.000
Variance 0.0 0.001132 0.000610 0.007639 0.001321 0.000728
Standard deviation 0.0 0.03363 0.02470 0.08742 0.03634 0.02698
Accuracy 100.000 89.919 89.939 74.028 89.637 98.070

On the other hand, the results in Table 13 of the proposed methods used IEDF-RRS. RNA gene dataset gave the best accuracy results
using LR classifier to become 100.000%. Parkinson’s disease1, Parkinson’s disease2, and BreastEW datasets achieved 95.918%, 92.500%,
and 98.947% accuracy results using RF classifier, respectively. All classifiers gave the best accuracy results for the dermatology erythemato-
squamous diseases dataset to become 100.000%.

Table 13. Average Results after Applying IEDF-RRS after 40 Runs

Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

IEDF-RRS Algorithm
Bagg Classifier

Train Data % 99.892 98.599 99.758 99.195 99.849 100.000
Test Data % 97.626 89.468 94.856 90.000 98.762 100.000
Over-Fitting Difference 2.266 9.131 4.902 9.195 1.087 0.000
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Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

Precision 0.982 0.890 0.940 0.916 0.989 1.000
Recall 0.976 0.851 0.927 0.898 0.986 1.000
F1-score 0.977 0.862 0.930 0.896 0.986 1.000
No. of Features 1653 1170 291 22 21 25
Fitting Time (s) 0.297 2.601 1.025 0.150 0.175 0.110
Classification Time (s) 1.075 9.431 1.499 0.110 0.121 0.059
AUC 0.997 0.863 0.971 0.942 0.994 1.000
Variance 0.000527 0.000630 0.002519 0.012284 0.000521 0.000
Standard deviation 0.02295 0.02510 0.05019 0.11088 0.02283 0.00000
Accuracy 97.626 89.468 94.856 90.000 98.762 100.000

RF Classifier
Train Data % 100.000 95.890 100.000 99.986 100.000 100.000
Test Data % 99.753 88.819 95.918 92.500 98.947 100.000
Over-Fitting Difference 0.247 7.071 4.082 7.486 1.053 0.0
Precision 0.998 0.900 0.964 0.932 0.991 1.000
Recall 0.997 0.828 0.928 0.923 0.988 1.000
F1 Score 0.998 0.844 0.941 0.923 0.989 1.000
No. of Features 1653 1170 291.000 22.000 21.000 25.000
Fitting Time (s) 0.297 2.601 1.025 0.150 0.175 0.110
Classification Time (s) 0.707 3.202 1.080 0.536 0.554 0.200
AUC 0.999 0.977 0.988 0.964 1.000 1.000
Variance 0.000088 0.000725 0.002008 0.012499 0.000458 0.0
Standard deviation 0.00938 0.02693 0.04460 0.11177 0.02140 0.00000
Accuracy 99.753 88.819 95.918 92.500 98.947 100.000

SVM Classifier
Train Data (%) 81.510 95.187 74.208 87.412 93.013 100.000
Test Data (%) 80.783 91.000 74.206 87.083 92.963 100.000
Over-Fitting Difference 0.727 4.187 0.002 0.329 0.050 0.000
Precision 0.733 0.926 0.371 0.881 0.945 1.000
Recall 0.788 0.854 0.500 0.870 0.910 1.000
F1-score 0.752 0.875 0.425 0.869 0.920 1.000
No. of Features 1653 1170 291 22 21 250
Fitting Time (s) 0.297 2.601 1.025 0.150 0.175 0.110
Classification Time (s) 1.438 35.067 0.728 0.045 0.105 0.072
AUC 1.000 0.983 0.828 0.926 0.973 1.000
Variance 0.000510 0.000735 0.000032 0.011312 0.002755 0.000
Standard Deviation 0.02258 0.02711 0.00566 0.10633 0.05249 0.00000
Accuracy (%) 80.783 91.000 74.206 87.083 92.963 100.000

LR Classifier
Train Data (%) 100.000 94.487 75.147 59.444 88.267 100.000
Test Data (%) 100.000 90.462 75.002 59.167 88.051 100.000
Over-Fitting Difference 0.000 4.025 0.145 0.277 0.216 0.000
Precision 1.000 0.915 0.688 0.634 0.895 1.000
Recall 1.000 0.854 0.522 0.562 0.856 1.000
F1-score 1.000 0.870 0.473 0.464 0.863 1.000
No. of Features 1653 1170 291 22 21 25
Fitting Time (s) 0.297 2.601 1.025 0.150 0.175 0.110
Classification Time (s) 0.303 2.992 0.049 0.005 0.007 0.037
AUC 1.000 0.978 0.802 0.925 0.926 1.000
Variance 0.000 0.000752 0.000159 0.002623 0.004568 0.000
Standard Deviation 0.00000 0.02743 0.01261 0.05122 0.06760 0.0
Accuracy (%) 100.000 90.462 75.002 59.167 88.051 100.000

In contrast; Table 14 presents the outcomes obtained when employing the proposed methods with E/IEDF-RFS. Notably, the RNA gene
dataset achieved the highest accuracy result of 100% when utilizing the LR classifier. For the Parkinson’s Disease1 dataset, Parkinson’s
Disease2 dataset, and BreastEW dataset, the RF classifier yielded accuracy results of 96.000%, 94.583%, and 98.246%, respectively. In
the case of the dermatology erythemato-squamous diseases dataset, both the Bagg and RF classifiers demonstrated exceptional accuracy
results, with a perfect score of 100.000%.
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Table 14. Average Results after Applying E/IEDF-RFS after 40 Runs

Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

E/IEDF-RFS Algorithm
Bagg Classifier

Train Data (%) 99.966 98.255 99.826 99.425 99.788 100.000
Test Data (%) 99.373 90.570 95.103 91.667 97.193 100.000
Over-Fitting Difference 0.593 7.685 4.723 7.758 2.595 0.000
Precision 0.996 0.910 0.947 0.929 0.975 1.000
Recall 0.993 0.880 0.939 0.916 0.971 1.000
F1-score 0.993 0.889 0.939 0.914 0.971 1.000
No. of Features 227 1021 151 26 13 7
Fitting Time (s) 14.520 2.501 0.210 0.251 0.250 0.254
Classification Time (s) 1.057 6.043 0.913 0.056 0.101 0.066
AUC 0.999 0.973 0.978 0.946 0.994 1.000
Variance 0.000203 0.000840 0.002019 0.011135 0.001668 0.000
Standard deviation 0.01425 0.02898 0.04492 0.10551 0.04084 0.00000
Accuracy (%) 99.373 90.570 95.103 91.667 97.193 100.000

RF Classifier
Train Data (%) 100.000 93.767 100.000 99.943 100.000 100.000
Test Data (%) 99.744 88.168 96.000 94.583 98.246 100.000
Over-Fitting Difference 0.256 5.599 4.000 5.360 1.754 0.000
Precision 0.999 0.888 0.961 0.953 0.985 1.000
Recall 0.997 0.835 0.940 0.946 0.981 1.000
F1-score 0.998 0.850 0.948 0.945 0.982 1.000
No. of Features 227 1021 151 26 13 7
Fitting Time (s) 14.520 2.501 0.210 0.251 0.250 0.254
Classification Time (s) 1.907 2.206 0.829 0.329 0.465 0.232
AUC 1.000 0.976 0.991 0.971 0.997 1.000
Variance 0.000095 0.000936 0.001583 0.008279 0.000828 0.000
Standard deviation 0.00975 0.03060 0.03979 0.09101 0.02877 0.00000
Accuracy (%) 99.744 88.168 96.000 94.583 98.246 100.000

SVM Classifier
Train Data (%) 100.000 92.146 73.104 72.917 89.716 60.995
Test Data (%) 99.872 87.586 71.958 72.851 89.474 60.045
Over-Fitting Difference 0.128 4.560 1.146 0.066 0.242 0.950
Precision 0.999 0.899 0.615 0.758 0.908 0.456
Recall 0.999 0.823 0.550 0.726 0.881 0.498
F1-score 0.999 0.843 0.531 0.718 0.886 0.452
No. of Features 227 1021 151 26 13 7
Fitting Time (s) 14.520 2.501 0.210 0.251 0.250 0.254
Classification Time (s) 0.252 20.005 0.461 0.041 0.126 0.174
AUC 1.000 0.980 0.657 0.814 0.973 0.934
Variance 0.000049 0.001036 0.000260 0.016721 0.005349 0.010545
Standard deviation 0.00700 0.03218 0.01612 0.12927 0.07313 0.10267
Accuracy (%) 99.872 87.586 71.958 72.851 89.474 60.045

LR Classifier
Train Data (%) 100.000 90.796 72.076 74.676 92.564 95.630
Test Data (%) 100.000 88.029 71.944 73.750 91.929 95.628
Over-Fitting Difference 0.000 2.767 0.132 0.926 0.635 0.002
Precision 1.000 0.891 0.586 0.780 0.924 0.971
Recall 1.000 0.834 0.542 0.733 0.912 0.948
F1-score 1.000 0.849 0.512 0.721 0.915 0.952
No. of Features 227 1021 151 26 13 7
Fitting Time (s) 14.520 2.501 0.210 0.251 0.250 0.254
Classification Time (s) 0.990 3.216 0.072 0.003 0.009 0.015
AUC 1.000 0.973 0.686 0.790 0.981 0.997
Variance 0.000 0.001441 0.001993 0.010050 0.004343 0.000521
Standard deviation 0.00000 0.03795 0.04465 0.10025 0.06589 0.02283
Accuracy (%) 100.000 88.029 71.944 73.750 91.929 95.628

On the other hand, the results in Table 15 of the proposed methods used E/IEDF RLS. RNA gene dataset gave the best accuracy results
using LR classifier to be come 100.000%. Parkinson’s disease1, Parkinson’s disease2, and BreastEW datasets achieved 95.000%, 94.167%
and 98.421% accuracy results using RF classifier, respectively. All classifiers gave the best accuracy results for the dermatology erythemato
squamous diseases dataset to become 100.000%.
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Table 15. Average Results after Applying E/IEDF-LRS after 40 Runs

Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

E/IEDF-LRS Algorithm
Bagg Classifier

Train Data (%) 99.901 99.102 99.754 99.080 99.739 100.000
Test Data (%) 97.142 89.953 94.585 87.083 97.193 100.000
Over-Fitting Difference 2.759 9.149 5.169 11.997 2.546 0.000
Precision 0.976 0.895 0.945 0.884 0.973 1.000
Recall 0.968 0.861 0.897 0.869 0.967 1.000
F1-score 0.969 0.871 0.910 0.867 0.968 1.000
No. of Features 788 666 101 10 19 20
Fitting Time (s) 13.520 12.400 0.114 0.200 0.180 0.130
Classification Time (s) 3.510 13.844 0.829 0.040 0.118 0.093
AUC 0.998 0.970 0.968 0.908 0.988 1.000
Variance 0.001116 0.000895 0.002295 0.022073 0.001095 0.000
Standard deviation 0.03341 0.02991 0.04791 0.14857 0.03309 0.00000
Accuracy (%) 97.142 89.953 94.585 87.083 97.193 100.000

RF Classifier
Train Data (%) 100.000 99.078 100.000 100.000 100.000 100.000
Test Data (%) 99.373 88.237 95.000 94.167 98.421 100.000
Over-Fitting Difference 0.627 10.841 5.000 5.833 1.579 0.000
Precision 0.999 0.901 0.953 0.956 0.985 1.000
Recall 0.991 0.822 0.896 0.939 0.981 1.000
F1-score 0.993 0.842 0.916 0.936 0.982 1.000
No. of Features 788 666 101 10 19 20
Fitting Time (s) 13.520 12.400 0.114 0.200 0.180 0.130
Classification Time (s) 5.622 6.582 0.887 0.285 0.487 0.366
AUC 0.999 0.980 0.978 0.976 0.994 1.000
Variance 0.000203 0.001001 0.001676 0.009410 0.000793 0.000
Standard deviation 0.01425 0.03163 0.04094 0.09701 0.02817 0.00000
Accuracy (%) 99.373 88.237 95.000 94.167 98.421 100.000

SVM Classifier
Train Data (%) 99.247 95.542 74.206 63.443 94.012 100.000
Test Data (%) 98.880 90.022 74.077 62.500 93.850 100.000
Over-Fitting Difference 0.367 5.520 0.129 0.943 0.162 0.000
Precision 0.995 0.920 0.370 0.641 0.952 1.000
Recall 0.986 0.846 0.500 0.618 0.918 1.000
F1-score 0.989 0.866 0.426 0.597 0.929 1.000
No. of Features 788 666 101 10 19 20
Fitting Time (s) 13.520 12.400 0.114 0.200 0.180 0.130
Classification Time (s) 2.758 34.523 0.341 0.042 0.112 0.046
AUC 0.999 0.985 0.770 0.706 0.980 1.000
Variance 0.000587 0.000869 0.000025 0.017178 0.002498 0.000
Standard deviation 0.02423 0.02948 0.00500 0.13106 0.04998 0.00000
Accuracy (%) 98.880 90.022 74.077 62.500 93.850 100.000

LR Classifier
Train Data (%) 100.000 92.567 83.470 63.009 93.219 100.000
Test Data (%) 100.000 88.961 82.800 62.917 93.138 100.000
Over-Fitting Difference 0.000 3.606 0.670 0.092 0.081 0.000
Precision 1.000 0.899 0.761 0.679 0.949 1.000
Recall 1.000 0.835 0.638 0.621 0.907 1.000
F1-score 1.000 0.850 0.650 0.592 0.921 1.000
No. of Features 788 666 101 10 19 20
Fitting Time (s) 13.520 12.400 0.114 0.200 0.180 0.130
Classification Time (s) 1.455 1.955 0.051 0.002 0.006 0.014
AUC 1.000 0.980 0.770 0.690 0.982 1.000
Variance 0.000 0.000693 0.002135 0.012905 0.001955 0.000
Standard deviation 0.0000 0.0263 0.0462 0.1136 0.0442 0.0000
Accuracy (%) 100.000 88.961 82.800 62.916 93.138 100.000

On the other hand, the results in Table 16 of the proposed methods used E/IEDF-RRS. RNA gene dataset gave the best accuracy results
using LR classifier to become 100.000%. Parkinson’s Disease2 and BreastEW datasets achieved 94.167% and 99.288% accuracy using RF
classifier, respectively. All classifiers gave the best accuracy results for the dermatology erythemato-squamous diseases dataset to become
100.000%.
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Table 16. Average Results after Applying E/IEDF-RRS after 40 Runs

Metrics RNA Gene DNA CNV Parkinson’s1 Parkinson’s2 BreastEW Dermatology

E/IEDF-RRS Algorithm
Bagg Classifier

Train Data (%) 99.931 98.737 99.662 99.109 99.927 100.000
Test Data (%) 98.376 91.117 93.256 89.583 98.060 100.000
Over-Fitting Difference 1.555 7.620 6.406 9.526 1.867 0.000
Precision 0.986 0.913 0.927 0.919 0.983 1.000
Recall 0.981 0.881 0.910 0.889 0.979 1.000
F1-score 0.982 0.889 0.912 0.890 0.980 1.000
No. of Features 1573 1179 294 21 23 25
Fitting Time (s) 14.300 14.250 0.110 0.004 0.009 0.014
Classification Time (s) 4.507 23.423 1.979 0.054 0.162 0.086
AUC 0.998 0.973 0.967 0.970 0.996 1.000
Variance 0.000452 0.001160 0.001291 0.009788 0.001055 0.000
Standard deviation 0.0213 0.0341 0.0359 0.0989 0.0325 0.0000
Accuracy (%) 98.376 91.117 93.256 89.583 98.060 100.000

RF Classifier
Train Data (%) 100.000 95.289 100.000 100.000 100.000 100.000
Test Data (%) 99.877 89.162 94.841 94.167 99.288 100.000
Over-Fitting Difference 0.123 6.127 5.159 5.833 0.712 0.000
Precision 0.999 0.901 0.957 0.956 0.993 1.000
Recall 0.999 0.840 0.914 0.936 0.993 1.000
F1-score 0.999 0.857 0.929 0.938 0.993 1.000
No. of Features 1573 1179 294 21 23 25
Fitting Time (s) 14.300 14.250 0.110 0.004 0.009 0.014
Classification Time (s) 2.994 8.280 2.641 0.337 0.713 0.226
AUC 1.000 0.980 0.988 0.985 1.000 1.000
Variance 0.000046 0.001115 0.001530 0.007256 0.000341 0.000
Standard deviation 0.0068 0.0334 0.0391 0.0852 0.0185 0.0000
Accuracy (%) 99.877 89.162 94.841 94.167 99.288 100.000

SVM Classifier
Train Data (%) 80.481 95.065 73.149 82.829 92.452 100.000
Test Data (%) 79.520 90.121 73.148 82.500 92.438 100.000
Over-Fitting Difference 0.961 4.944 0.001 0.329 0.014 0.000
Precision 0.773 0.926 0.366 0.848 0.939 1.000
Recall 0.781 0.855 0.500 0.824 0.908 1.000
F1-score 0.758 0.876 0.422 0.819 0.917 1.000
No. of Features 1573 1179 294 21 23 25
Fitting Time (s) 14.300 14.250 0.110 0.004 0.009 0.014
Classification Time (s) 6.987 97.609 0.631 0.044 0.172 0.035
AUC 1.000 0.983 0.805 0.888 0.979 1.000
Variance 0.001164 0.001075 0.000031 0.010161 0.002248 0.000
Standard deviation 0.0341 0.0328 0.0056 0.1008 0.0474 0.0000
Accuracy (%) 79.520 90.121 73.148 82.500 92.438 100.000

LR Classifier
Train Data (%) 100.000 94.047 73.148 56.435 87.025 100.000
Test Data (%) 100.000 90.190 73.148 55.833 86.813 100.000
Over-Fitting Difference 0.000 3.857 0.000 0.602 0.212 0.000
Precision 1.000 0.911 0.366 0.573 0.883 1.000
Recall 1.000 0.859 0.500 0.531 0.849 1.000
F1-score 1.000 0.873 0.422 0.409 0.855 1.000
No. of Features 1573 1179 294 21 23 25
Fitting Time (s) 14.300 14.250 0.110 0.004 0.009 0.014
Classification Time (s) 2.031 5.916 0.121 0.002 0.009 0.014
AUC 1.000 0.982 0.788 0.876 0.936 1.000
Variance 0.000 0.001125 0.000274 0.001235 0.003983 0.000
Standard deviation 0.0000 0.0335 0.0166 0.0351 0.0631 0.0000
Accuracy (%) 100.000 90.190 73.148 55.833 86.813 100.000

Table 17 presented the summary of recent related work which compared with our proposed methods. Various previous researches are
showed which used the same datasets. Our proposed methods achieved the best results using genotype and phenotype datasets.
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Table 17. Summary of recent cancer prediction studies for genotype and phenotype datasets with different FS methods and
ML models

Ref. Dataset Cases Genes GS Method Selected
Genes

ML Model Performance
Metrics%

[30] RNA
Gene

801 20531 GGA 49 Voting System ACC: 98.810

[7] DNA CNV 2916 16381 mRMR & IFS 19 Dagging ACC: 75.000
AUC: 0.973

[8] PSO & GA 2050 RF, SVM, J48, LR,
Bagg

ACC:84.600
AUC: 0.961

[12] IG 16381 RF, SVM, J48, LR,
Dagging, Bagg,
Neural Network

ACC:85.900
AUC:0.965

[31] Park1 756 753 mRMR 50 KNN ACC: 85.000
[79] Park2 240 46 Correlation

Ranking
8 Stratified CV ACC: 88.000

AUC: 0.951
[9] BC 569 30 CSSA 5.200 Voting&stacking ACC: 97.080
[1] DNA

CNV
2916 16381 PFBS-RFS-RFE 675.0 RL, SVM, RF,

BAGG
ACC: 92.762,
AUC: 0.981

RNA
Gene

801 20531 119.2 ACC: 99.994,
AUC: 1.000

Park1 756 753 113.85 ACC: 95.000,
AUC: 0.985

BC 569 30 13.3 ACC: 98.000,
AUC: 0.997

Derma 366 34 10.0 ACC: 100.000,
AUC: 1.000

4. Biological Interpretation of Key Features

4.1. Functional Enrichment Analysis Using GO and KEGG Pathways
To further investigate the biological significance of genes identified by our model, we performed functional enrichment analysis using the
KEGG pathway and Gene Ontology (GO) databases. This analysis aimed to uncover the involvement of these genes in known biological
processes and disease-related pathways. The results revealed several significantly enriched pathways, highlighting the potential roles of
selected genes in critical cellular mechanisms and disease progression. A summary of the enriched pathways and associated genes is
presented in Table 18 , providing valuable biological context and supporting the relevance of our predictive gene set.

Table 18. Functional enrichment analysis of the identified genes using GO and KEGG pathways

Pathway Overlap P-value Adjusted P-value Odds Ratio Genes
RIG-I-like receptor signaling pathway 3/70 0.006 0.393 8.454 IFNA1; IFNE; IL12B
Cell adhesion molecules 4/148 0.008 0.393 5.274 IGSF11; SDC2; NCAM1; ITGA9
Cellular senescence 4/156 0.010 0.393 4.994 CDKN2B; CDKN2A; MYC; ETS1
JAK-STAT signaling pathway 4/162 0.011 0.393 4.803 IFNA1; MYC; IFNE; IL12B
Influenza A 4/172 0.014 0.393 4.515 IL33; IFNA1; KPNA6; IL12B
Bladder cancer 2/41 0.020 0.436 9.604 CDKN2A; MYC
Cell cycle 3/124 0.029 0.479 4.668 CDKN2B; CDKN2A; MYC
Human T-cell leukemia virus 1 infection 4/219 0.031 0.479 3.520 CDKN2B; CDKN2A; MYC; ETS1

Functional enrichment analysis revealed that the identified genes are significantly involved in various biological pathways, particularly
those related to the immune response, cancer, and cell cycle regulation. In particular, immune-related pathways such as the RIG-I-like
receptor signaling pathway, the JAK-STAT signaling pathway, Influenza A, and human T cell leukemia virus 1 infection were enriched,
indicating the potential role of these genes in immune signaling mechanisms. In addition, several cancer-associated pathways, including
cellular senescence, bladder cancer, and the cell cycle, were also enriched, suggesting the relevance of these genes in tumorigenesis and
cellular proliferation. Among the results, the bladder cancer pathway showed the highest odds ratio (9.604), indicating strong enrichment.
Key genes such as CDKN2A, MYC, and CDKN2B appeared in multiple cancer-related pathways, while IFNA1, IL12B, and IFNE
were prominent in immune pathways. Although adjusted p-values were relatively moderate ( 0.393), the biological significance of these
enriched pathways supports the relevance of the identified genes and their potential roles in disease development and progression.
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4.2. Validation of Gene-Disease Associations via NCBI
To further validate the key genes identified in our study, we used the NCBI database to verify their known associations with diseases and
biological functions in Table 19. By cross-referencing our gene list with existing entries and published studies in NCBI, we confirmed the
relevance of these genes in various disease pathways and biological processes. This validation strengthens the credibility of our findings
and supports the potential roles of the identified genes in disease mechanisms, providing a solid basis for future experimental research.

Table 19. Gene validation using biological databases (NCBI, ProteinAtlas) which associated with Human Cancer

Dataset Gene Name Gene Description Associated
Cancer/Disease

Reference

DNA CNV PLCH2 Belongs to the
PLC-eta subgroup,
catalyzes cleavage
of PtdIns(4,5)P2

to produce second
messengers inositol
1,4,5-trisphosphate and
diacylglycerol [80].

Head and Neck Squa-
mous Cell Carcinoma,
Gallbladder Cancer

[81]

- NPPA-AS1 Predicted to bind mRNA
and regulate gene expres-
sion .

- -

MYC Proto-oncogene;
regulates cell cycle,
apoptosis, and
transformation.
Frequently amplified
in many cancers [80].

Breast, Bladder, lung,
colon, lymphoma,
leukemia

[82]

CDKN2A Produces multiple
transcripts via alternative
splicing, encoding
different proteins [80].

Bladder, Breast [83, 84]

CDKN2B Located near CDKN2A,
often mutated or deleted
in cancers [80].

Bladder [85]

CDKN2B-
AS1

Part of CDKN2B-
CDKN2A cluster;
interacts with PRC1 and
PRC2 to suppress
gene expression
epigenetically [80].

Bladder, breast [86, 87]

MTAP Enzyme essential in
polyamine metabolism
and salvage pathways of
adenine and methionine
[80].

Bladder Cancer [88]

LAPTM4B Binds ceramide,
enzymes, and
phosphatidylinositol
bisphosphate [80].

Bladder Cancer [89]

SFRP1 Member of SFRP
family; contains Wnt-
binding domain similar
to Frizzled proteins [80].

Bladder, Breast [90, 91]

CHMP2B Component of ESCRT-
III complex, involved
in receptor sorting and
degradation [80].

Parkinson’s Disease [92]

NDUFS4 Helper protein in
mitochondrial Complex
I, essential for
respiratory chain [80].

Parkinson’s Disease [93]

The analysis of genes extracted from the union and intersection of multiple datasets reveals several genes strongly associated with
human cancers. Notably, CDKN2A, CDKN2B, CDKN2B-AS1, MTAP, LAPTM4B, and SFRP1 are consistently linked to bladder cancer,
suggesting a potential genetic signature for this cancer type. Additionally, CDKN2A, CDKN2B-AS1, and SFRP1 also show associations
with breast cancer, indicating their broader relevance across multiple cancer types. The well-known oncogene MYC is confirmed to be
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involved in a range of cancers, including breast, lung, colon, lymphoma, and leukemia, reinforcing its critical role in tumorigenesis. PLCH2
is associated with head and neck squamous cell carcinoma and gallbladder cancer, while NPPA-AS1 has no reported cancer association.
Meanwhile, CHMP2B and NDUFS4 are linked to Parkinson’s disease, rather than cancer, highlighting their neurological relevance. These
findings underscore the importance of specific genes—particularly those clustered around the 9p21 locus—in the diagnosis and potential
treatment of bladder and breast cancers.

4.3. Comparison with other studies
Our proposed methods are compared with other studies as a state of the art. The filters one’s algorithms included in MIFS, IG, mRMR,
and chi-square for all datasets are presented in Table 20, Table 21, Table 22 and Table 23. The results are compared with the proposed
method. The performance using MIFS, IG, mRMR, and chi-square doesn’t achieve better results than our proposed method. In Table 24,
we implemented the related work method in [41] as the state of the art to validate our proposed methods. The comparison using MIFS,
CBF, and FCBF algorithms is implemented. These methods don’t achieve better results than our proposed methods. Conversely, Table 25,
our proposed methods were compared with wrapper algorithms included in GA as a state of the art. The results proved that our proposed
methods achieved the best performance. The GA performance results didn’t give a better result than our proposed methods.

Table 20. The proposed methods compared with the MIFS method

Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
LR Classifier

Train Data % 100.000 96.597 77.058 97.845 94.396 65.556
Test Data % 99.875 84.978 75.525 96.989 93.678 60.417
Over-fitting Diff. % 0.125 11.619 1.533 0.856 0.718 5.139
Precision 0.999 0.817 0.620 0.971 0.938 0.619
Recall 0.998 0.782 0.556 0.965 0.928 0.604
F1-Score 0.988 0.788 0.538 0.966 0.932 0.591
No. of Features 10000 9000 300 25 20 20
F-Time (sec) 192.552 173.955 0.377 0.203 0.067 0.299
C-Time (sec) 2.896 25.195 0.037 0.003 0.002 0.009
AUC 1.000 0.954 0.682 0.997 0.988 0.650
Variance 0.000016 0.000416 0.001001 0.000585 0.000694 0.034819
Standard deviation 0.0040 0.0204 0.0316 0.0242 0.0263 0.1867
Accuracy % 99.875 84.978 75.525 96.989 93.678 60.417

SVM Classifier

Train Data % 100.000 91.606 75.676 98.421 92.013 71.996
Test Data % 99.750 84.122 72.228 97.523 91.563 71.667
Over-fitting Diff. % 0.250 7.484 3.448 0.898 0.450 0.329
Precision 0.998 0.860 0.472 0.976 0.929 0.722
Recall 0.997 0.756 0.498 0.967 0.895 0.717
F1-Score 0.997 0.775 0.448 0.969 0.906 0.700
No. of Features 10000 9000 300 25 20 20
F-Time (sec) 192.552 173.955 0.203 0.203 0.067 0.299
C-Time (sec) 2.534 75.394 0.138 0.028 0.017 0.091
AUC 1.000 0.949 0.627 0.998 0.976 0.818
Variance 0.000028 0.000668 0.000814 0.000924 0.001014 0.033918
Standard deviation 0.0053 0.0258 0.0285 0.0304 0.0318 0.1842
Accuracy % 99.750 84.122 72.228 97.523 91.563 71.667

RF Classifier

Train Data % 100.000 92.962 100.000 100.000 100.000 100.000
Test Data % 99.627 80.623 84.782 96.456 96.140 78.333
Over-fitting Diff. % 0.373 12.339 15.218 3.544 3.860 21.667
Precision 0.998 0.771 0.827 0.972 0.963 0.796
Recall 0.996 0.719 0.748 0.950 0.956 0.783
F1-Score 0.997 0.718 0.773 0.955 0.958 0.762
No. of Features 10000 9000 300 25 20 20
F-Time (sec) 192.552 173.955 0.377 0.203 0.067 0.299
C-Time (sec) 1.252 3.528 0.376 0.148 0.110 1.046
AUC 1.000 0.942 0.876 0.999 0.990 0.871
Variance 0.000036 0.000614 0.002303 0.001473 0.000944 0.035489
Standard deviation 0.0060 0.0248 0.0480 0.0384 0.0307 0.1883
Accuracy % 99.627 80.623 84.782 96.456 96.140 78.333

Bagg Classifier

Train Data % 99.847 98.960 99.574 99.696 99.492 98.261
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Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
Test Data % 98.628 78.806 79.239 95.105 95.435 75.833
Over-fitting Diff. % 1.219 20.154 20.335 4.591 4.057 22.428
Precision 0.989 0.733 0.729 0.955 0.957 0.786
Recall 0.985 0.699 0.729 0.940 0.947 0.758
F1-Score 0.987 0.707 0.727 0.939 0.950 0.736
No. of Features 10000 9000 300 25 20 20
F-Time (sec) 192.552 173.955 0.377 0.203 0.067 0.299
C-Time (sec) 7.322 25.309 0.673 0.021 0.022 0.173
AUC 0.999 0.912 0.794 0.995 0.986 0.811
Variance 0.000036 0.000613 0.002002 0.001473 0.000901 0.033333
Standard deviation 0.0060 0.0248 0.0447 0.0384 0.0300 0.1825
Accuracy % 98.628 78.806 79.239 95.105 95.435 75.833

Table 21. The Proposed Methods Compared with the IGF Method

Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
LR Classifier

Train Data % 100.000 93.115 77.822 97.784 94.170 71.343
Test Data % 99.875 81.310 76.984 97.260 93.674 70.833
Over-fitting Diff. % 0.125 11.805 0.838 0.524 0.496 0.510
Precision 0.999 0.782 0.680 0.973 0.942 0.715
Recall 0.999 0.706 0.576 0.968 0.928 0.708
F1-Score 0.998 0.705 0.566 0.969 0.931 0.677
No. of Features 3576 3315 396 25.000 22.000 12.000
F-Time (sec) 1.182 5.651 0.093 0.032 0.064 0.049
C-Time (sec) 2.121 0.595 0.057 0.0009 0.001 0.010
AUC 1.000 0.951 0.710 0.998 0.989 0.782
Variance 0.000016 0.000576 0.001445 0.000677 0.002176 0.020448
Standard deviation 0.004000 0.024000 0.038013 0.026019 0.046648 0.142997
Accuracy % 99.875 81.310 76.984 97.260 93.674 70.833

SVM Classifier

Train Data % 100.000 94.273 75.666 98.269 92.007 73.089
Test Data % 99.750 85.872 72.379 97.530 91.569 72.917
Over-fitting Diff. % 0.250 8.401 3.287 0.739 0.438 0.172
Precision 0.999 0.873 0.434 0.975 0.930 0.737
Recall 0.997 0.780 0.497 0.972 0.895 0.729
F1-Score 0.998 0.801 0.443 0.972 0.904 0.701
No. of Features 3576 3315 396 25.000 22.000 12.000
F-Time (sec) 1.182 5.651 0.093 0.032 0.064 0.049
C-Time (sec) 2.272 3.142 0.204 0.014 0.021 0.055
AUC 1.000 0.969 0.640 0.999 0.979 0.833
Variance 0.000028 0.000486 0.004378 0.000752 0.004502 0.041038
Standard deviation 0.000028 0.000486 0.004378 0.000752 0.004502 0.041038
Accuracy % 99.750 85.872 72.379 97.530 91.569 72.917

RF Classifier

Train Data % 100.000 92.558 100.000 100.000 99.982 100.000
Test Data % 99.502 81.139 83.733 96.997 96.140 77.917
Over-fitting Diff. % 0.498 11.419 16.267 3.003 3.842 22.083
Precision 0.997 0.773 0.793 0.973 0.961 0.830
Recall 0.994 0.714 0.726 0.962 0.959 0.779
F1-Score 0.996 0.721 0.734 0.964 0.958 0.762
NO. F 3576 3315 396 25.000 22.000 12.000
F-Time (sec) 1.182 5.651 0.093 0.032 0.064 0.049
C-Time (sec) 0.826 1.584 0.719 0.098 0.118 0.619
AUC 0.999 0.944 0.860 0.999 0.986 0.873
Variance 0.000410 0.000531 0.009057 0.000567 0.002280 0.026598
Standard deviation 0.000410 0.000531 0.009057 0.000567 0.002280 0.026598
ACC % 99.502 81.139 83.733 96.997 96.140 77.917

Bagg Classifier

Train Data % 99.940 98.701 99.653 99.696 99.636 98.635
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Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
Test Data % 99.126 79.045 82.297 95.375 95.253 79.167
Over-fitting Diff. % 0.814 19.656 17.356 4.321 4.383 19.468
Precision 0.996 0.741 0.790 0.958 0.957 0.827
Recall 0.990 0.698 0.752 0.950 0.946 0.792
F1-Score 0.992 0.708 0.754 0.949 0.948 0.781
NO. F 3576 3315 396 25.000 22.000 12.000
F-Time (sec) 1.182 5.651 0.093 0.032 0.064 0.049
C-Time (sec) 3.040 1.095 1.079 0.012 0.029 0.135
AUC 0.999 0.911 0.830 0.993 0.987 0.849
Variance 0.000260 0.000553 0.011270 0.001466 0.001788 0.027299
Standard deviation 0.000260 0.000553 0.011270 0.001466 0.001788 0.027299
ACC % 99.126 79.045 82.297 95.375 95.253 79.167

Table 22. The Proposed Methods Compared with the mRMR Method

Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
LR Classifier

Train Data % 100.000 91.819 74.617 95.508 93.085 68.426
Test Data % 99.750 79.699 73.011 95.075 92.620 67.917
Over-fitting Diff. % 0.250 12.120 1.606 0.433 0.465 0.509
Precision 0.999 0.746 0.500 0.950 0.936 0.734
Recall 0.997 0.688 0.515 0.908 0.910 0.679
F1-Score 0.998 0.689 0.479 0.919 0.917 0.632
NO.F 650.000 505.000 145.000 15.000 19.000 4.000
F-Time (sec) 1200.011 2296.409 61.005 3.996 4.181 0.009
C-Time (sec) 0.251 0.686 0.017 0.002 0.002 0.056
AUC 1.000 0.940 0.659 0.995 0.981 0.809
Variance 0.000028 0.000529 0.002502 0.000796 0.003358 0.015451
Standard deviation 0.000028 0.000529 0.002502 0.000796 0.003358 0.015451
ACC % 99.750 79.699 73.011 95.075 92.620 67.917

SVM Classifier

Train Data % 100.000 92.486 75.661 52.793 89.049 73.333
Test Data % 99.748 83.848 72.379 52.185 88.938 72.870
Over-fitting Diff. % 0.252 8.638 3.282 0.608 0.111 0.463
Precision 0.999 0.845 0.435 0.325 0.915 0.738
Recall 0.997 0.747 0.497 0.463 0.860 0.733
F1-Score 0.998 0.766 0.443 0.363 0.870 0.726
NO. F 650.000 505.000 145.000 15.000 19.000 4.000
F-Time (sec) 1200.011 2296.409 61.005 3.996 4.181 0.009
C-Time (sec) 0.382 3.609 0.142 0.053 0.044 0.048
AUC 1.000 0.961 0.639 0.948 0.945 0.833
Variance 0.000028 0.000559 0.004378 0.002302 0.005405 0.017052
Standard deviation 0.000028 0.000559 0.004378 0.002302 0.005405 0.017052
ACC % 99.748 83.848 72.379 52.185 88.938 72.917

RF Classifier

Train Data % 100.000 90.959 100.000 100.000 100.000 100.000
Test Data % 99.627 79.935 81.918 97.553 95.604 79.583
Over-fitting Diff. % 0.373 11.024 18.082 2.447 4.396 20.417
Precision 0.998 0.727 0.767 0.981 0.960 0.805
Recall 0.996 0.690 0.703 0.968 0.950 0.796
F1-Score 0.997 0.689 0.709 0.972 0.952 0.793
NO. F 650.000 505.000 145.000 15.000 19.000 4.000
F-Time (sec) 1200.011 2296.409 61.005 3.996 4.181 0.009
C-Time (sec) 0.398 0.534 0.467 0.1000 0.183 0.554
AUC 1.000 0.942 0.833 0.999 0.991 0.833
Variance 0.000036 0.001249 0.011138 0.000561 0.002693 0.017535
Standard deviation 0.000036 0.001249 0.011138 0.000561 0.002693 0.017535
ACC % 99.627 79.935 81.918 97.553 95.604 79.583

Bagg Classifier

Train Data % 99.961 97.817 99.498 99.545 99.642 98.017
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Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
Test Data % 98.746 77.468 79.369 94.017 93.684 77.083
Over-fitting Diff. % 1.215 20.349 20.129 5.528 5.958 20.934
Precision 0.991 0.731 0.725 0.951 0.943 0.794
Recall 0.984 0.682 0.712 0.936 0.928 0.771
F1-Score 0.986 0.687 0.705 0.937 0.931 0.757
NO. F 650.000 505.000 145.000 15.000 19.000 4.000
F-Time (sec) 1200.011 2296.409 61.005 3.996 4.181 0.009
C-Time (sec) 1.680 1.135 0.561 0.009 0.042 0.117
AUC 0.999 0.910 0.799 0.982 0.980 0.834
Variance 0.000430 0.000937 0.010620 0.002412 0.002369 0.035650
Standard deviation 0.020736 0.030604 0.103029 0.049116 0.048671 0.189011
ACC % 98.746 77.468 79.369 94.017 93.684 77.083

Table 23. The Proposed Methods Compared with the Chi-Square Method

Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
LR Classifier

Train Data % 82.339 81.411 76.496 98.118 94.334 94.278
Test Data % 69.889 69.100 74.456 97.815 93.674 93.853
Overfitting Diff. % 12.450 12.311 2.040 0.303 0.660 0.425
Precision 0.653 0.652 0.523 0.976 0.943 0.939
Recall 0.616 0.609 0.540 0.974 0.928 0.930
F1-Score 0.619 0.614 0.502 0.973 0.931 0.934
NO. F 7555 5555 398 24.000 21.000 15.000
F-Time (sec) 0.080 0.528 0.016 0.094 0.016 0.007
C-Time (sec) 24.086 24.033 0.094 0.427 0.137 0.211
AUC 0.885 0.882 0.677 0.973 0.990 0.988
Variance 0.001689 0.001423 0.004373 0.000619 0.002176 0.000629
Standard deviation 0.0411 0.0377 0.0661 0.0249 0.0466 0.0251
ACC % 69.889 69.100 74.456 97.815 93.674 93.853

SVM Classifier

Train Data % 100.000 79.862 75.661 71.220 91.994 92.013
Test Data % 99.625 70.130 72.228 70.488 91.563 91.739
Over-fitting Diff. % 0.375 9.732 3.433 0.732 0.431 0.274
Precision 0.997 0.592 0.471 0.556 0.929 0.930
Recall 0.995 0.586 0.497 0.653 0.895 0.898
F1-Score 0.996 0.584 0.448 0.565 0.906 0.908
NO. F 7555 5555 398 24.000 21.000 15.000
F-Time (sec) 0.0801 0.528 0.016 0.094 0.016 0.007
C-Time (sec) 2.379 3.050 0.210 0.093 0.016 0.098
AUC 1.000 0.901 0.628 0.653 0.976 0.976
Variance 0.000036 0.000369 0.000814 0.001305 0.001014 0.001099
Standard deviation 0.0060 0.0192 0.0285 0.0361 0.0318 0.0332
ACC % 99.625 70.130 72.228 70.488 91.563 91.739

RF Classifier

Train Data % 100.000 86.934 100.000 100.000 100.000 100.000
Test Data % 99.502 68.552 81.087 98.355 96.832 95.789
Over-fitting Diff. % 0.498 18.382 18.913 1.645 3.168 4.211
Precision 0.997 0.585 0.755 0.984 0.973 0.959
Recall 0.995 0.572 0.701 0.981 0.962 0.954
F1-Score 0.996 0.570 0.704 0.982 0.965 0.954
NO. F 7555 5555 398 24.000 21.000 15.000
F-Time (sec) 0.0801 0.528 0.016 0.094 0.016 0.007
C-Time (sec) 1.009 2.817 0.471 0.229 0.104 0.490
AUC 1.000 0.891 0.836 0.998 0.990 0.989
Variance 0.000041 0.000240 0.008783 0.000363 0.001265 0.002178
Standard deviation 0.0064 0.0155 0.0937 0.0191 0.0356 0.0467
ACC % 99.502 68.552 81.087 98.355 96.832 95.789

Bagg Classifier

Train Data % 96.979 96.757 99.452 99.696 99.642 99.630
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Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
Test Data % 66.015 65.598 78.713 95.375 95.429 95.789
Over-fitting Diff. % 30.964 31.159 20.739 4.321 4.213 3.841
Precision 0.568 0.592 0.745 0.960 0.957 0.961
Recall 0.565 0.566 0.708 0.943 0.949 0.952
F1-Score 0.559 0.566 0.710 0.946 0.950 0.954
NO. F 7555 5555 398 24.000 21.000 15.000
F-Time (sec) 0.0801 0.528 0.016 0.094 0.016 0.007
C-Time (sec) 35.022 68.571 7.492 0.063 0.183 0.106
AUC 0.853 0.846 0.803 0.992 0.988 0.986
Variance 0.001600 0.001928 0.018132 0.000654 0.001861 0.002942
Standard deviation 0.04000 0.04391 0.13468 0.02557 0.04313 0.05424
ACC % 66.015 65.598 78.713 95.375 95.429 95.789

Table 24. The Proposed Methods are Compared with the MIFS, CBF, and FCBF Methods

Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
MIFS

KNN Classifier

Train Data % 99.736 82.686 80.879 97.966 94.435 83.935
Test Data % 99.627 76.097 72.479 97.267 92.628 72.083
Over-fitting Diff. % 0.109 6.589 8.400 0.699 1.807 11.852
Precision 0.998 0.745 0.610 0.975 0.927 0.728
Recall 0.996 0.663 0.568 0.969 0.917 0.721
F1-Score 0.997 0.667 0.572 0.969 0.920 0.717
NO. F 10000 9000 300.000 25.000 20.000 20.000
F-Time (sec) 258.902 180.314 2.121 0.351 0.083 0.467
C-Time (sec) 0.008 0.011 0.0001 0.002 0.00002 0.001
AUC 1.000 0.854 0.624 0.963 0.958 0.785
Variance 0.000036 0.000368 0.002344 0.000839 0.001419 0.017766
Standard deviation 0.00600 0.01919 0.04842 0.02896 0.03766 0.13327
ACC % 99.627 76.097 72.479 97.267 92.628 72.083

CBF

KNN Classifier

Train Data % 99.867 52.831 81.158 94.171 94.747 83.161
Test Data % 99.748 49.073 72.612 90.953 92.976 72.083
Over-fitting Diff. % 0.119 3.758 8.546 3.218 1.771 11.078
Precision 0.999 0.447 0.612 0.871 0.931 0.735
Recall 0.997 0.402 0.571 0.855 0.920 0.721
F1-Score 0.998 0.369 0.575 0.846 0.924 0.705
NO. F 900.000 750.000 320.000 20.000 17.000 23.000
F-Time (sec) 2.600 1.850 0.255 0.202 0.105 0.020
C-Time (sec) 0.003 0.003 0.002 0.002 0.002 0.003
AUC 1.000 0.669 0.627 0.947 0.961 0.781
Variance 0.000092 0.000490 0.002308 0.002243 0.000953 0.051383
Standard deviation 0.00959 0.02214 0.04804 0.04737 0.03088 0.22667
ACC % 99.748 49.073 72.612 90.953 92.976 72.083

FCBF Classifier

KNN Classifier

Train Data % 99.742 81.390 82.657 97.936 95.333 80.560
Test Data % 99.625 76.236 73.270 97.005 95.078 71.667
Over-fitting Diff. % 0.117 5.154 9.387 0.931 0.255 8.893
Precision 0.998 0.721 0.585 0.970 0.953 0.716
Recall 0.996 0.671 0.587 0.967 0.945 0.717
F1-Score 0.997 0.676 0.575 0.966 0.947 0.697
NO. F 400.000 13.000 16.000 14.000 7.000 4.000
F-Time (sec) 1.750 0.800 1.500 0.101 0.006 0.050
C-Time (sec) 0.001 0.007 0.002 0.002 0.002 0.002
AUC 1.000 0.905 0.675 0.961 0.953 0.750
Variance 0.000131 0.001131 0.001767 0.001217 0.000261 0.048420

Stat., Optim. Inf. Comput. Vol. 14, August 2025



836 AN EFFICIENT MACHINE LEARNING FRAMEWORK FOR DISEASE GENE PREDICTION

Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
Standard deviation 0.000131 0.001131 0.001767 0.001217 0.000261 0.048420
ACC % 99.625 76.236 73.270 97.005 95.078 71.667

Table 25. The Proposed Methods are Compared with the GA Method

Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
SVM Classifier

Train Data % 99.861 92.433 75.882 87.734 94.064 72.778
Test Data % 99.625 84.260 72.884 85.000 93.675 71.667
Over-fitting Diff. % 0.236 8.173 2.998 2.734 0.389 0.236
Precision 0.997 0.857 0.443 0.867 0.480 0.730
Recall 0.995 0.759 0.500 0.848 0.435 0.717
F1-Score 0.996 0.779 0.447 0.837 0.455 0.706
NO. F 6247 5881 299.000 11.000 11.000 17.000
F-Time (sec) 32.000 1.900 1.125 0.200 0.180 0.120
C-Time (sec) 0.006038 0.021496 0.019769 0.067715 0.028850 0.126990
Variance 0.006038 0.021496 0.019769 0.067715 0.028850 0.126990
Standard deviation 0.006038 0.021496 0.019769 0.067715 0.028850 0.126990
ACC % 99.625 84.260 72.884 85.000 93.675 71.667

KNN Classifier

Train Data % 99.736 80.733 86.742 86.764 95.157 85.185
Test Data % 99.625 74.275 71.293 81.156 93.678 72.917
Over-fitting Diff. % 0.111 6.458 15.449 5.608 1.479 12.268
Precision 0.997 0.697 0.608 0.817 0.469 0.733
Recall 0.995 0.648 0.588 0.804 0.446 0.729
F1-Score 0.996 0.650 0.590 0.797 0.456 0.725
NO. F 6247 5881 299.000 11.000 11.000 17.000
F-Time (sec) 32.000 1.900 1.125 0.200 0.180 0.120
C-Time (sec) 0.024 0.009 0.003 0.001 0.008 0.003
Variance 0.000036 0.001627 0.003576 0.004006 0.000489 0.021316
Standard deviatino 0.006000 0.040345 0.059799 0.063311 0.022113 0.146028
ACC % 99.625 74.275 71.293 81.156 93.678 72.917

XG-Boost Classifier

Train Data % 100.000 92.723 100.000 90.619 95.081 99.861
Test Data % 98.750 55.250 85.051 50.736 95.079 80.000
Over-fitting Diff. % 1.250 37.473 14.949 39.883 0.002 19.861
Precision 0.993 0.650 0.830 0.054 0.953 0.810
Recall 0.976 0.300 0.761 0.042 0.944 0.800
F1-Score 0.983 0.452 0.780 0.042 0.474 0.791
NO. F 6247 5881 299.000 11.000 11.000 17.000
F-Time (sec) 32.000 1.900 1.125 0.200 0.180 0.120
C-Time (sec) 490.170 1378.432 8.310 1.363 0.543 0.613
Variance 0.000025 0.001652 0.002210 0.002217 0.000475 0.021914
Standard devistion 0.005000 0.040637 0.047025 0.047093 0.021794 0.147999
ACC % 1.000 0.966 0.749 0.964 0.996 0.979

In addition, in Table 26, we compare our proposed methods with LRS using the Naı̈ve Bayes classifier. In Table 27, the methods are
compared with RASGD and Lasso-ASGD. Table 28 presents a comparison between our proposed method and the LRS, RRS, and RFE
algorithms.

Table 26. The Proposed Methods Compared with the LRS With Naı̈ve Bayes Classifier

Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
Naı̈ve-Bayes Classifier

Train Data % 85.785 66.388 84.142 88.707 92.736 81.759
Test Data % 64.107 65.335 79.763 87.703 92.271 79.583
Overfi.Diff.% 21.678 1.053 4.379 1.004 0.465 2.176
Pre 0.568 0.655 0.743 0.857 0.931 0.814
Rec 0.537 0.656 0.677 0.877 0.908 0.796
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Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
F1-Score 0.527 0.624 0.691 0.839 0.915 0.789
No. F 1486.000 11265.000 487.000 32.000 22.000 43.000
F-Time (sec) 0.267 3.476 0.116 0.008 0.811 0.008
C-Time (sec) 0.052 1.700 0.194 0.004 0.043 0.108
AUC 0.807 0.842 0.793 0.982 0.979 0.866
Var. 0.007429 0.002555 0.004344 0.001546 0.000898 0.015219
Standard deviation 0.0862 0.0505 0.0659 0.0393 0.0299 0.1234
ACC % 64.107 65.335 79.763 87.703 92.271 79.583

Table 27. The Proposed Methods Compared with the RASGD, Lasso ASGD

Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
RASGD Algorithm

Train Data % 100.000 99.249 99.985 99.362 96.270 87.824
Test Data % 99.875 83.299 65.882 96.719 95.429 68.333
Overfit.Diff.% 0.125 15.950 34.103 2.643 0.841 19.491
Pre. 0.999 0.791 0.604 0.965 0.964 0.706
Rec. 0.999 0.779 0.625 0.963 0.940 0.683
F1-Score 0.999 0.780 0.601 0.963 0.950 0.672
No. F 2195.000 7983.000 574.000 28.000 28.000 46.000
F-Time (sec) 0.356 1.941 0.019 0.009 0.008 0.003
C-Time (sec) 2.090 29.943 0.077 0.239 0.003 0.008
AUC 0.956 0.890 0.805 0.923 0.921 0.852
Var. 0.000016 0.000243 0.002603 0.000965 0.000768 0.011265
Standardd Deviation 0.0040 0.0156 0.0510 0.0311 0.0277 0.1061
ACC % 99.875 83.299 65.882 96.719 95.429 68.333

Lasso ASGD Algorithm

Train Data % 100.000 99.276 99.573 99.454 95.567 87.407
Test Data % 99.502 82.852 70.491 96.997 95.075 67.917
Overfi.Diff.% 0.498 16.424 29.082 2.457 0.492 19.490
Pre 0.996 0.782 0.643 0.969 0.961 0.703
Rec. 0.994 0.769 0.665 0.966 0.936 0.679
F1-Score 0.995 0.771 0.643 0.966 0.946 0.668
No. F 1486.000 11265.000 487.000 32.000 22.000 43.000
F-Time (sec) 0.267 3.476 0.116 0.008 0.811 0.008
C-Time (sec) 2.091 43.313 0.072 0.263 0.004 0.028
AUC 0.961 0.895 0.801 0.987 0.932 0.821
Var. 0.000041 0.000216 0.001165 0.001072 0.000540 0.011207
Standard deviation 0.0064 0.0147 0.0341 0.0327 0.0232 0.1058
ACC % 99.502 82.852 70.491 96.996 95.075 67.917

Ridge with SVM Classifier

Train Data % 88.639 95.560 79.218 98.755 93.556 72.638
Test Data % 86.894 81.520 77.647 96.734 93.327 71.667
Overfit.Diff.% 1.745 14.040 1.571 2.021 0.229 0.971
Pre. 0.948 0.830 0.793 0.967 0.944 0.724
Rec. 0.851 0.829 0.570 0.962 0.917 0.717
F1-Score 0.850 0.831 0.556 0.963 0.926 0.708
No. F 2195.000 7983.000 574.000 28.000 28.000 46.000
F-Time (sec) 0.356 1.941 0.019 0.009 0.008 0.003
C-Time (sec) 34.490 1.831 3.746 0.066 0.132 0.046
AUC 1.000 0.962 0.774 0.991 0.996 0.825
Var. 0.000349 0.000285 0.000469 0.000948 0.000666 0.018441
Standard deviation 0.01868 0.01688 0.02165 0.03078 0.02581 0.13577
ACC % 86.894 81.520 77.647 96.734 93.327 71.667

Ridge with LR Classifier

Train Data % 100.000 96.929 91.196 97.966 92.072 74.306
Test Data % 99.875 86.077 80.419 97.545 91.570 66.667
Overfit.Diff.% 0.125 10.852 10.777 0.421 0.502 7.639
Pre. 0.999 0.842 0.746 0.976 0.917 0.680
Rec. 0.998 0.799 0.730 0.971 0.903 0.667
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Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
F1-Score 0.999 0.810 0.733 0.972 0.908 0.650
No. F 2195.000 7983.000 574.000 28.000 28.000 46.000
F-Time (sec) 0.356 1.941 0.019 0.009 0.008 0.003
C-Time (sec) 0.611 10.223 0.548 0.002 0.004 0.018
AUC 1.000 0.965 0.797 0.998 0.964 0.729
Var. 0.000016 0.000328 0.001918 0.000408 0.000801 0.019676
Standard deviation 0.01265 0.01811 0.04380 0.02020 0.02829 0.14028
ACC % 99.875 86.077 80.419 97.545 91.570 66.667

Table 28. The Proposed Methods Compared with LRS, RRS and RFE Algorithms

Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
Lasso (LRS) Algorithm with RF Classifier

Train Data % 100.000 93.355 100.000 100.000 100.000 100.000
Test Data % 98.500 81.138 84.525 97.564 96.140 77.500
Overfit.Diff.% 1.500 12.217 15.475 2.436 3.860 22.500
Pre 0.991 0.775 0.843 0.964 0.962 0.803
Rec 0.978 0.719 0.729 0.963 0.956 0.775
F1-Score 0.983 0.715 0.755 0.960 0.958 0.766
No. F 1486.000 11265.000 487.000 32.000 22.000 43.000
F-Time (sec) 0.267 3.476 0.116 0.008 0.811 0.008
C-Time (sec) 1.672 8.114 1.875 0.653 0.961 0.371
AUC 1.000 0.941 0.855 1.000 0.989 0.839
Var. 0.000444 0.000647 0.003380 0.002322 0.001149 0.012809
Standard deviation 0.02107 0.02545 0.05814 0.04819 0.03389 0.11316
ACC % 98.500 81.138 84.525 97.564 96.140 77.500

Lasso (LRS) Algorithm with LR Classifier

Train Data % 100.000 97.241 76.382 97.936 94.345 74.722
Test Data % 99.377 85.288 74.856 97.545 93.850 69.167
Overfit.Diff. % 0.623 11.953 1.526 0.391 0.495 5.555
Pre. 0.995 0.824 0.540 0.976 0.945 0.711
Rec. 0.993 0.793 0.544 0.971 0.929 0.692
F1-Score 0.993 0.800 0.506 0.972 0.933 0.672
No. F 1486.000 11265.000 487.000 32.000 22.000 43.000
F-Time (sec) 0.267 3.476 0.116 0.008 0.811 0.008
C-Time (sec) 0.386 15.052 0.206 0.002 0.101 0.0008
AUC 0.999 0.961 0.679 0.998 0.989 0.744
Var. 0.000043 0.000323 0.005194 0.000408 0.002116 0.029398
Standard deviation 0.00656 0.01797 0.07206 0.02020 0.04599 0.17141
ACC % 99.377 85.288 74.856 97.545 93.850 69.167

Lasso (LRS) Algorithm with KNN Classifier

Train Data % 99.875 81.402 81.158 92.410 94.728 83.935
Test Data % 99.875 74.177 72.612 87.447 92.976 72.083
Overfit.Diff. % 0.0 7.225 8.546 4.963 1.752 11.852
Pre 0.999 0.668 0.612 0.867 0.930 0.728
Rec 0.999 0.636 0.571 0.864 0.921 0.720
F1-Score 0.999 0.633 0.575 0.846 0.924 0.717
No. F 1486.000 11265.000 487.000 32.000 22.000 43.000
F-Time (sec) 0.267 3.476 0.116 0.008 0.811 0.008
C-Time (sec) 9.964 331.211 0.303 0.015 0.010 0.008
AUC 1.000 0.867 0.627 0.015 0.961 0.906
Var. 0.000016 0.000231 0.002308 0.002653 0.000953 0.017766
Standard deviation 0.00400 0.01520 0.04804 0.05151 0.03087 0.13330
ACC % 99.875 74.177 72.612 87.447 92.976 72.083

Lasso (LRS) Algorithm with DT Classifier

Train Data % 99.154 65.626 86.508 88.494 96.466 85.185
Test Data % 95.250 64.574 75.660 85.015 94.029 68.333
Overfit.Diff. % 3.904 1.052 10.848 3.479 2.437 16.852
Pre. 0.974 0.553 0.693 0.725 0.940 0.692
Rec. 0.976 0.559 0.638 0.745 0.936 0.683
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Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
F1-Score 0.974 0.551 0.649 0.721 0.935 0.663
No. F 1486.000 11265.000 487.000 32.000 22.000 43.000
F-Time (sec) 0.267 3.476 0.116 0.008 0.811 0.008
C-Time (sec) 17.565 5.686 0.911 0.009 0.022 0.019
AUC 0.983 0.804 0.708 0.934 0.968 0.802
Var. 0.000410 0.000900 0.005609 0.003209 0.001310 0.021682
Standard deviation 0.02025 0.03000 0.07486 0.05661 0.03621 0.14725
ACC % 97.250 64.574 75.660 85.015 94.029 68.333

Ridge (RRS) Algorithm with RF Classifier

Train Data % 100.000 93.336 100.000 100.000 100.000 100.000
Test Data % 99.753 81.379 84.525 97.564 96.140 77.500
Overfit.Diff.% 0.247 11.957 15.475 2.436 3.860 22.500
Pre. 0.999 0.786 0.843 0.910 0.962 0.803
Rec. 0.998 0.713 0.729 0.911 0.956 0.775
F1-Score 0.998 0.718 0.755 0.908 0.958 0.765
No. F 2195.000 7983.000 574.000 28.000 28.000 46.000
F-Time (sec) 0.356 1.941 0.019 0.009 0.008 0.003
C-Time (sec) 2.944 8.033 6.925 0.589 1.412 1.840
AUC 1.000 0.943 0.855 1.000 0.989 0.839
Var. 0.000088 0.000674 0.003380 0.001914 0.001149 0.012809
Standard deviation 0.00938 0.02596 0.05814 0.04375 0.03389 0.11317
ACC % 99.753 81.379 84.525 97.564 96.140 77.500

Ridge (RRS) Algorithm with LR Classifier

Train Data % 100.000 96.929 91.196 97.966 92.072 74.306
Test Data % 99.875 86.077 80.419 97.545 91.570 66.667
Overfit.Diff.% 0.125 10.852 10.777 0.421 0.502 7.639
Pre. 0.999 0.842 0.746 0.976 0.917 0.680
Rec. 0.998 0.799 0.730 0.971 0.903 0.667
F1-Score 0.999 0.810 0.733 0.972 0.908 0.650
No. F 2195.000 7983.000 574.000 28.000 28.000 46.000
F-Time (sec) 0.356 1.941 0.019 0.009 0.008 0.003
C-Time (sec) 0.611 10.223 0.548 0.002 0.004 0.018
AUC 1.000 0.965 0.797 0.998 0.964 0.729
Var. 0.000016 0.000328 0.001918 0.000408 0.000801 0.019676
Standard deviation 0.0040 0.0181 0.0438 0.0202 0.0283 0.1402
ACC % 99.875 86.077 80.419 97.545 91.570 66.667

Ridge (RRS) Algorithm with KNN Classifier

Train Data % 99.877 81.402 81.158 92.698 94.728 83.935
Test Data % 99.875 74.177 72.612 87.137 92.976 72.083
Overfit.Diff. % 0.002 7.225 8.546 5.561 1.752 11.852
Precision 0.999 0.668 0.612 0.846 0.930 0.727
Recall 0.999 0.636 0.571 0.847 0.921 0.721
F1-Score 0.999 0.633 0.575 0.830 0.924 0.717
No. F 2195.000 7983.000 574.000 28.000 28.000 46.000
F-Time (sec) 0.356 1.941 0.019 0.009 0.008 0.003
C-Time (sec) 5.679 18.533 0.480 0.011 0.013 0.014
AUC 1.000 0.867 0.627 1.000 0.961 0.785
Var. 0.000046 0.000450 0.002308 0.01152 0.000952 0.017766
Standard deviation 0.00678 0.02121 0.04804 0.10735 0.03086 0.13326
ACC % 99.875 74.177 72.612 87.137 92.977 72.083

Ridge (RRS) Algorithm with DT Classifier

Train Data % 99.153 65.626 86.508 88.494 96.466 85.185
Test Data % 97.250 64.574 75.660 85.015 94.029 68.333
Overfit.Diff.% 1.903 1.052 10.848 3.479 2.437 16.852
Precision 0.974 0.552 0.693 0.725 0.939 0.692
Recall 0.976 0.559 0.638 0.745 0.936 0.683
F1-Score 0.974 0.551 0.649 0.721 0.935 0.663
No. F 2195.000 7983.000 574.000 28.000 28.000 46.000
F-Time (sec) 0.356 1.941 0.019 0.009 0.008 0.003
C-Time (sec) 17.109 12.661 0.782 0.006 0.052 0.047
AUC 0.983 0.804 0.708 0.970 0.968 0.710
Var. 0.000410 0.000810 0.005609 0.003209 0.001310 0.021682
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Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
Standard deviation 0.02025 0.02846 0.07492 0.05663 0.03620 0.14726
ACC % 97.250 64.574 75.660 85.015 94.029 68.333

RFE based on Gradient Boosting

Train Data % 100.000 80.500 100.000 92.563 99.805 100.000
Test Data % 89.250 73.256 78.696 90.991 96.485 70.417
Overfit.Diff.% 10.750 7.244 21.304 1.572 3.320 29.583
Pre. 0.982 0.823 0.723 0.774 0.964 0.712
Rec. 0.984 0.826 0.706 0.807 0.961 0.704
F1-Score 0.981 0.822 0.709 0.785 0.962 0.699
No. F 10265 8190.000 376.000 17.000 15.000 23.000
F-Time (sec) 190000 182295 144.783 0.062 0.142 0.314
C-Time (sec) 25250 20500 12.951 0.870 0.648 0.310
AUC 0.975 0.758 0.705 0.825 0.996 0.722
Var. 0.022258 0.002345 0.002090 0.000805 0.000684 0.011748
Standard deviation 0.14919 0.04843 0.04572 0.02837 0.02615 0.10837
ACC % 89.250 73.256 78.696 90.991 96.485 70.417

Moreover, Table 29 summarizes the performance of the embedded and filter algorithms used to evaluate our proposed framework
against other hybrid models that integrate both filtering and embedding techniques. The following hybrid combinations were implemented
for comparison included in mRMR–RFS, Chi-square-LRS, IG-RRS. Our proposed methods outperformed the hybrid filter-embedded
algorithms in all evaluated metrics.

Table 29. The comparison of the proposed methods with hybrid models combining filter and embedded algorithmss

Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
mRMR-RFS

Train Data % 99.972 86.199 99.515 98.518 80.206 89.085
Test Data % 99.127 82.751 77.647 74.583 77.057 88.990
Overfit.Diff.% 0.846 3.447 21.868 23.935 3.149 0.095
Pre 0.425 0.812 0.711 0.523 0.728 0.913
Rec 0.325 0.742 0.687 0.485 0.705 0.862
F1-Score 0.450 0.755 0.694 0.498 0.691 0.872
No. F 223 285 72 11 6 17
F-Time (sec) 0.839 0.127 0.448 0.115 0.139 0.099
C-Time (sec) 0.185 0.133 0.303 0.0414 0.169 0.017
AUC 0.999 0.951 0.792 0.806 0.958 0.947
Var. 0.000584 0.021728 0.005887 0.017149 0.003908 0.005181
Standard deviation 0.02417 0.14742 0.07674 0.13095 0.06253 0.07199
ACC % 99.127 82.751 77.647 74.583 77.057 88.990

Chi-square-LRS

Train Data % 99.931 59.983 83.347 80.462 89.739 94.806
Test Data % 98.503 58.367 82.405 79.583 89.632 94.552
Overfit.Diff.% 1.428 1.616 0.943 0.879 0.107 0.254
Pre 0.989 0.433 0.798 0.820 0.877 0.950
Rec 0.982 0.342 0.700 0.796 0.843 0.937
F1-Score 0.985 0.344 0.722 0.76 0.833 0.941
No. F 152 38 20 16 18 8
F-Time (sec) 0.033 0.142 0.120 0.003 0.005 0.003
C-Time (sec) 0.473 0.821 0.068 0.028 0.035 0.005
AUC 0.998 0.818 0.680 0.785 0.985 0.995
Var. 0.000981 0.025677 0.069225 0.120201 0.039887 0.027980
Standard deviation 0.03133 0.03133 0.263107 0.34670 0.19972 0.16728
ACC % 98.503 58.367 82.405 79.583 89.632 94.552

IG-RRS

Train Data % 99.376 90.890 80.688 78.148 78.840 94.942
Test Data % 99.375 85.494 79.107 77.916 78.446 94.731
Overfit.Diff.% 0.001 5.395 1.580 0.231 0.395 0.212
Pre 0.994 0.705 0.757 0.391 0.655 0.949
Rec 0.993 0.643 0.661 0.400 0.674 0.940
F1-Score 0.993 0.658 0.673 0.392 0.639 0.943
No. F 8 758 40 20 5 12
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Datasets RNA Gene DNA CNV Parkinson’s1 Dermatology BreastEW Parkinson’s2
F-Time (sec) 0.001 0.193 0.002 0.0009 0.0009 0.0009
C-Time (sec) 0.031 0.563 0.027 0.005 0.009 0.009
AUC 0.999 0.963 0.743 0.951 0.943 0.995
Var. 0.008839 0.013382 0.05885 0.012154 0.047460 0.02476
Standard deviation 0.09401 0.11566 0.24258 0.11023 0.21787 0.15734
ACC % 99.375 85.494 79.107 77.916 78.446 94.731

In Table 30, we use Keras, we implemented our proposed deep learning model and compared its performance to other methods in terms
of accuracy, precision, recall, and F1-score. The results demonstrate that our approach outperforms the baseline models, which is attributed
to the advanced feature extraction and optimization strategies employed within the Keras framework. While Keras is certainly a powerful
tool, we found that the proposed method, designed with a focus on task-specific optimizations and advanced feature selection, provided a
more efficient and accurate solution for the problem we were addressing.

We utilized the Keras deep learning framework to analyze the RNA gene dataset. In our experimental comparisons, the proposed method
consistently outperformed the Keras-based models during both the training and testing phases. Additionally, the Keras approach required
a significantly longer runtime compared to our method. Table 30 presents a detailed comparison between our proposed methods and the
Keras models in terms of performance and execution time.

Table 30. Comparison of the proposed method and Keras-based method across evaluation metrics

Metrics Proposed Method Keras-based Method
Accuracy 100.000% 99.120%
Precision 1.000 0.973
Recall 1.000 1.000
F1-score 1.000 0.986
No. Features 277.000 30.000
Time (s) 0.218 1,746,469,523.30
AUC 1.000 0.998

To further evaluate the robustness of our proposed methods, we conducted validation using an external diabetic disease dataset. The
results, presented in Table 31, show that our methods outperformed existing approaches, highlighting their superior accuracy and reliability.
To improve model performance, we employed the early stopping technique during training

Table 31. Performance Comparison of Proposed Feature Selection Algorithms on an External Diabetic Dataset with Early
Stopping

Metrics All features before our proposed methods RFS Algorithm LRS Algorithm RRS Algorithm
Train Data (%) 75.190 99.742 99.000 99.707
Test Data (%) 74.370 94.969 94.589 94.560
Over-Fitting Difference 0.820 4.773 4.411 5.147
Precision 0.750 0.950 0.946 0.946
Recall 0.746 0.950 0.947 0.946
F1-score 0.743 0.950 0.946 0.946
Number of Features 20 16 12 13
Fitting Time (s) 0.450 0.385 0.210 0.185
Classification Time (s) 0.055 0.320 0.217 0.218
AUC 0.818 0.990 0.987 0.988
Variance 0.037436 0.000058 0.000295 0.000228
Standard Deviation 0.1934 0.0076 0.0172 0.0151
Accuracy (%) 74.370 94.969 94.589 94.560

Table 32, presents a summary of the characteristics of six biomedical datasets used in the study, covering aspects such as sample size,
class distribution, and preprocessing steps.

Table 32. Summary of datasets characteristics including sample size, class distribution, and preprocessing steps applied prior
to model training

Datasets Sample Size Class Distribution Missing Values
RNA gene 801 Class BRCA = 300

Class KIRC = 146
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Class LUAD = 141
Class PRAD = 136
Class COAD = 78 No

DNA CNV 366 Class 0 = 112
Class 1 = 61
Class 2 = 72
Class 4 = 52
Class 3 = 49
Class 5 = 20 No

Parkinson’s Dis-
ease 1

756 Class 1 = 564

Class 0 = 192 No
Parkinson’s Dis-
ease 2

240 Class 0 = 120

Class 1 = 120 No
Dermatology
diseases

366 Class 0 = 112

Class 2 = 72
Class 1 = 61
Class 4 = 52
Class 3 = 49
Class 5 = 20 Yes. We applied mode

imputation for features
to handle the issue of
missing values.

BreastEW 569 Class 0 = 357
Class 1 = 212 No

In Table 33,we applied the comparison between the LEDF (RFS, RLS, RRS) and state of art.

Table 33. The comparison between the LEDF (RFS, RLS, RRS) and state of art

NO. F F1- score AUC Var. ACC NO. F F1- score AUC Var. ACC
MIFS IGF

10000 0.988 1 0.000016 99.875 3576 0.998 1 0.000016 99.875

mRMR Chi-square

650 0.998 1.000 0.000028 99.750 75550 0.996 1 0.000036 99.625

MIFS, CBF and FCBF GA

900 0.998 1 0.000092 99.748 6247 0.996 1 0.006038 99.625

LRS-Naı̈ve Bayes RASGD

22 0.915 0.979 0.000898 92.271 2195 0.999 0.956 0.000016 99.875

Lasso ASGD LRS, RRS, RFE (LRS-KNN)

1486 0.995 0.961 0.000041 99.502 1486 0.999 1.000 0.000016 99.875

LRS, RRS, RFE (RRS-LR) LRS, RRS, RFE (RFE-Gradient boosting)

2195 0.999 1.000 0.000016 99.875 15 0.962 0.996 0.000684 96.485

Proposed method (E/IEDF-RFS) for RNA Gene Proposed method (E/IEDF-RFS) for Parkinson’s Disease2

277 1 1 0.0 100 26 0.945 0.973 0.008279 94.583

Proposed method (E/IEDF-RFS) for Dermatology Proposed method (E/IEDF-RRS) for BreastEW

7 1 1 0.0 100.000 23 0.993 1 0.000341 99.288

Proposed method (EEDF-RLS) for DNA CNV Proposed method (EEDF-RRS) for Parkinson’s Disease1

1049 0.934 0.988 0.000556 94.850 581 0.949 0.992 0.001353 96.426

In fig. 2 the selected features are presented for all datasets using different locations of EDF. We can see that the smallest number
of selected features were for BreastEW and Parkinson’s disease2 datasets which achieved by EEDF-RFS algorithm. The E/IEDF-RLS
achieved the smallest number of features for Parkinson’s disease2. On the other side, the E/IEDF-RFS algorithm achieved smallest number
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Figure 2. The Number of Selected Features for All Datasets using Different EDF Locations

of selected features for Dermatology erythemato-squamous and RNA gene datasets. In addition, the EEDF-RRS achieved the smallest
number of features for DNA CNV dataset.

In fig. 3, many proposed methods gave the best variance. All proposed methods gave zero variance for RNA gene dataset using LR
classifier. On the other hand, the EEDF/RFS algorithm achieved the best variance for RNA gene dataset using SVM and RF classifiers.
The E/IEDF-RFS algorithm achieved the best variance for Dermatology erythemato-squamous dataset using RF and Bagg classifiers,
while the E/IEDF-RLS, E/IEDF-RRS, E/IEDF-RRS, EEDF-RLS and EEDF/RRS algorithms achieved the best variance for Dermatology
erythemato-squamous dataset using all classifiers.

The IEDF-RFS achieved the best variance with RNA gene SVM. The IEDF-RLS achieved the best variance for Dermatology
erythemato-squamous using SVM, RF and Bagg classifiers, while E/IEDF-RFS algorithm achieved the best results for the same dataset
using RF and Bagg classifiers.

Figure 3. The Variance for All Datasets using Different EDF Locations
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In fig. 4, the accuracy results were presented and showed the best one. The E/IEDF-RFS algorithm achieved the best results for
RNA gene LR, Dermatology erythemato-squamous RF and Bagg classifiers. In addition, the E/IEDF-LRS, E/IEDF-RRS, IEDF-RRS,
EEDF-LRS and EEDF-RRS algorithms gave the superior results for RNA gene LR and Dermatology erythemato-squamous dataset using
all classifiers.

The IEDF-RFS algorithm obtained the best results for RNA gene LR and SVM classifiers. Furthermore, IEDF-LRS algorithm achieved
the best results for RNA gene LR and Dermatology erythemato-squamous SVM, RF and Bagg classifiers. The EEDF-RFS algorithm
obtained the best results for RNA gene LR, SVM and RF classifiers.

Figure 4. The Accuracy for All Datasets using Different EDF Locations

In Fig. 5, we applied sensitivity analyses, which provided valuable insights into the behavior of our algorithms under different settings.
The results demonstrated that certain parameter configurations can significantly enhance model performance. Overall, the sensitivity
analyses highlight the importance of careful parameter tuning to achieve optimal outcomes and confirm the reliability and adaptability
of our proposed approaches across diverse datasets.

We apply F1 score vs. alpha values using for RNA Gene dataset using different values of alpha are shown as follow:-
alpha-values = [0.01, 0.001, 0.003, 0.0001]
F1-scores = [1.0000, 0.998, 0.960, 0.997]

Figure 5. F1 Score vs. Alpha Values plot showing the performance of a model at different regularization strengths

In fig. 6, We add heatmap for RNA gene dataset with 227 features. The figure is shown below with 80 features. We employed heatmap
visualizations to highlight the importance of selected features across different classes. These heatmaps provide an intuitive overview of the
contribution of each feature to the model’s predictions, facilitating the interpretation of feature relevance.
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Figure 6. Heatmap showing the importance of selected features from the RNA dataset

In fig.7, we use a SHAP (SHapley Additive explanations) to explain model decisions. It Provides detailed insights into how each feature
influences the model predictions by computing Shapley values, which fairly attribute the contribution among the features. We applied SHAP
to a Ridge regression model (RRS) trained on the dataset. This helped identify the most impactful features and understand the direction
and magnitude of their effects on predictions, enhancing the interpretability of the otherwise linear model.

Figure 7. F1 Score vs. Alpha Values plot showing the performance of a model at different regularization strengths
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5. Discussion

LEDF, which stands for Location and Embedded algorithm-based Feature Selection, was proposed as a solution for the limitations faced
in the FS (Feature Selection) process. It addresses these challenges by utilizing an equation-based bootstrapping resampling method. The
LEDF approach is implemented in different locations for three embedded methods: LRS, RRS, and RFS, resulting in a total of nine
proposed algorithms.

In the case of LRS and RRS, the bootstrapping equation is applied before the FS process, after the fitting process, and in both locations.
On the other hand, RFS uses the EDF bootstrap resampling equation during the training samples, where all data is randomly utilized in the
training process in both locations.

Among these algorithms, RFS achieved the most favorable outcomes when employing the E/IEDF method for RNA, Parkinson’s disease
2, and dermatology datasets. Specifically, the LR classifier demonstrated the best accuracy results for RNA, achieving 100% accuracy with
a variance of 0.0 and selecting relevant features. For Parkinson’s disease2, the RF classifier achieved the highest classification accuracy of
94.583%, with 26 features and a variance of 0.008279. In the case of the dermatology datasets, both the Bagg and RF classifiers achieved a
perfect accuracy of 100% with 7 features and a variance of 0.0. For the BreastEW dataset, the IEDF method yielded the best results, with
a classification accuracy of 98.421%, 16 features, and a variance of 0.000984. Additionally, the EEDF method achieved the best results
for the DNA CNV and Parkinson’s disease 1 datasets, with classification accuracies of 94.477% (1535 features, variance of 0.000128) and
96.030% (138 features, variance of 0.000615), respectively.

In summary, LEDF is a set of proposed methods for embedded algorithms within LRS, RRS, and RFS. The methods address the
limitations of the FS process by employing a bootstrapping resampling equation. Using the E/IEDF method, RFS demonstrated the best
performance for RNA, Parkinson’s disease2, and dermatology datasets. The LR classifier achieved 100% accuracy for RNA, while the
RF classifier achieved the highest accuracy for Parkinson’s disease2. The Bagg and RF classifiers both achieved perfect accuracy for
the dermatology datasets. The IEDF method yielded the best results for the BreastEW dataset, and the EEDF method achieved the best
performance for the DNA CNV and Parkinson’s disease 1 dataset.

The LRS algorithm demonstrated the highest performance for the RNA and BreastEW datasets when using the E/IEDF method.
Specifically, the LR classifier achieved the best results for RNA, while the RF classifier yielded the highest accuracy for the BreastEW
dataset. The classification accuracy, number of features, and variance for RNA were 100%, 788 features, and 0.0 variance, respectively.
For the BreastEW dataset, the corresponding values were 98.421% accuracy, 19 features, and a variance of 0.000793. Furthermore, the
dermatology dataset achieved the best outcomes with the IEDF method, utilizing the RF, SVM, and Bagg classifiers. In contrast, the Bagg
classifier produced the best results for the Parkinson’s disease1 dataset. The classification accuracy, number of features, and variance for
the dermatology dataset were 100%, 20 features, and 0.0 variance, while for the Parkinson’s disease1 dataset, they were 95.231% accuracy,
211 features, and a variance of 0.001807. The EEDF method achieved the top performance for the DNA CNV and Parkinson’s disease2
datasets when using the Bagg and RF classifiers, respectively. The classification accuracy, number of features, and variance for the DNA
CNV dataset were 94.850%, 1049 features and 0.000556 variances. For the Parkinson’s disease2 dataset, they were 94.167% accuracy, 9
features, and a variance of 0.006178.

Similarly, the RRS algorithm yielded the best results for the RNA, BreastEW, and dermatology datasets using the E/IEDF method. The
LR classifier achieved the highest accuracy for RNA, while the RF classifier performed the best for the BreastEW dataset. The classification
accuracy, number of features, and variance for RNA and BreastEW datasets were 100%, 1573, 0.0, 99.288%, 23, and 0.000341, respectively.
In the case of the dermatology dataset, all classifiers achieved perfect accuracy of 100%, with 25 features and 0.0 variance. Additionally,
the EEDF method produced the best results for the DNA CNV, Parkinson’s disease1, and Parkinson’s disease2 datasets, with the RF
classifier achieving the highest accuracy for Parkinson’s disease1 and Parkinson’s disease2, while the Bagg classifier per formed the best
for the DNA CNV dataset. The classification accuracy, number of features, and variance for the DNA CNV dataset were 94.683%, 562
and 0.000425. For the Parkinson’s disease1 dataset, the classification accuracy, number of features and variance were 96.426%, 581 and
0.001353, respectively. The same for the Parkinson’s disease2 dataset, the results were 94.167%, 9 and 0.006178, respectively.

Based on the testing results, our proposed methods proved to be effective for all the different datasets. The E/IEDF-RFS, I/EEDF-RLS,
and E/IEDF-RRS algorithms achieved the best results for RNA, all with a classification accuracy of 100.000%. The E/IEDF-RFS algorithm
attained the highest accuracy of 94.583% for Parkinson’s disease2. For the dermatology dataset, the E/IEDF-RFS, IEDF-RLS, and E/IEDF-
RRS algorithms all yielded perfect classification accuracy of 100.000%, while the E/IEDF-RRS algorithm achieved the best accuracy of
99.288% for the BreastEW dataset. Furthermore, the EEDF-RLS algorithm achieved the highest classification accuracy of 94.850% for the
DNA CNV dataset, and the EEDF RRS algorithm achieved the best accuracy of 96.426% for the Parkinson’s disease1 dataset.

In addition to the technical contributions, practical challenges such as data privacy concerns and the interpretability of models for
clinical practitioners must be addressed. To overcome these challenges, we propose deployment strategies that include the use of secure,
cloud-based APIs, which can facilitate scalable access to the model while preserving data confidentiality. Furthermore, enhancing model
transparency through interpretable outputs will support clinical decision-making and promote trust in AI-driven systems. The practical
challenges are as follow:-

1. Ensuring Data Privacy and Security: One of the main challenges in clinical settings is ensuring patient data remains private and
secure. To address this, our model complies with key data protection regulations such as HIPAA (Health Insurance Portability and
Accountability Act) and GDPR (General Data Protection Regulation). This means that patient data will be anonymized, encrypted, and
stored in a secure manner, ensurin g that only authorized personnel can access it. Additionally, we ensure that data handling follows best
practices to protect patient confidentiality while allowing the model to be used effectively.

2. Making the Model Understandable for Doctors (Explainable AI): To make the model more understandable and trustworthy for
doctors, we have incorporated explainable AI techniques. These techniques help provide transparent insights into the model’s decision-
making process, allowing clinicians to understand how and why specific predictions are made. By offering this level of transparency, we
aim to increase the model’s acceptance and confidence among healthcare professionals.
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3. Deploying Through Secure Cloud-Based APIs: To make our model easy to use in clinical settings without the need for complex
installations, we propose deploying it through secure cloud-based APIs. This way, hospitals and clinics can access the model remotely over
the internet. The model will run on cloud servers, meaning there is no need for expensive or complicated hardware installations on-site.
Data will be securely transmitted between the hospital’s system and the cloud, ensuring privacy and security, while the model’s results can
be used in real-time for clinical decision-making.

6. Conclusions

The research introduced a novel resampling hybrid method called LEDF, which utilizes EDF in different locations. We applied LEDF
to diverse datasets, including multi-class datasets consisting of phenotype and genotype information. The EDF was implemented within
embedded algorithms such as LRS, RRS, and RFS. LEDF was specifically designed to address various challenges encountered in the
FS process. A comparative analysis of the proposed methods against existing state-of-the art approaches in recent studies and the results
demonstrated their effectiveness.

In the future, it would be beneficial to implement a new EDF bootstrapping hybrid method with GA, PSO, and evolutionary algorithms
to enhance the prediction performance in the FS process. Furthermore, we will apply new predictors. Additionally, incorporating various
types of datasets, not limited to healthcare datasets, and employing different classifiers will further expand the scope of analysis.

7. Limitations

Despite the promising results achieved by our proposed methods, several limitations should be acknowledged:-

• Datasets biases:- The data source is limited or from a single source only. In future work, we plan to use datasets from different
sources and collect real clinical data from hospitals to validate and enhance the model’s performance in practical settings.

• Hyperparameter tunig:- In future work, we plan to apply different systematic hyperparameter tuning techniques to identify the most
suitable parameter configurations and improve overall model accuracy and robustness.
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