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Abstract Feature selection constitutes a fundamental challenge within machine learning, which has garnered heightened
attention owing to the proliferation of high-dimensional datasets. Filtering-based feature selection methods hold crucial
importance as they can be seamlessly integrated with any machine learning model and significantly accelerate the runtime
of such algorithms. This study investigates the performance of eight distinct filter methods, examining their efficacy across
nine high-dimensional datasets, the classification accuracy was assessed through the employment of support vector machines
and k-nearest neighbor classifiers, and the Wilcoxon test statistic was applied to confirm the observed results regarding
classification accuracy.
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1. Introduction

Feature selection has emerged as a crucial component of data analysis and machine learning, particularly for
applications in diverse fields such as healthcare and credit scoring [1]. In high-dimensional data, feature selection is
essential to identify and remove irrelevant and redundant features by selecting a suitable subset of relevant features,
this helps mitigate the risk of overfitting and addresses the challenges posed by the curse of dimensionality.

Over the past several decades, numerous feature selection techniques have been introduced, these methods can
be broadly categorized into three distinct groups: filter-based feature selection methods, which initially conduct a
filtering process on the feature variables and subsequently train the classifier using a reduced subset of features;
wrapper feature selection approaches, which require a predefined classifier to identify a feature subset that is most
conducive to the learning performance of this classifier by utilizing the classification performance as an evaluation
metric for the significance of the features; and embedded feature selection techniques, which intertwine the feature
selection process with the classifier training process, whereby feature selection and classification learning are
concurrently executed within the same optimization framework.

Filters are generally based on criteria that can be used to measure the feature relevance [2] [3], [4] or redundancy
[5], and the wrapper models investigated encompass Bat-inspired algorithms [6], Moth flame algorithms [7].
Predictive methods incorporating embedded feature selection techniques include Lasso regression [8] and Elastic
net [9]. Moreover, various hybrid feature selection approaches that combine wrappers and filters have been
proposed, such as a specific pre-ordonnances-based memetic algorithm [10], a maximal cliques-based hybrid
method with interaction screening [11], and a graph partitioning-based hybrid feature selection method [12].
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This study examines the performance of eight filter-based feature selection approaches on high-dimensional
classification datasets, the evaluated filter methods, including univariate and multivariate techniques, represent
prominent general strategies for filter-based feature selection, the key aspects of this research are as follows:

• A comparative analysis of four univariate and four multivariate filter methods was conducted.
• The performance of the filter methods was evaluated using leave-one-out cross-validation accuracy with

SVM and KNN classifiers.
• The number of selected features ranged from 2 to half the number of samples for each dataset, with

increments of 2.
• The Wilcoxon signed-rank test was performed to confirm statistically significant differences in classification

accuracy between the filter methods.
• The time complexity of each filter was evaluated.

The present study is structured as follows: Section 2 provides an overview of various filtering approaches, and
Section 3 elaborates on the experimental setup used to compare and evaluate the performance of these filtering
methods. Finally, Section 4 summarizes the findings and presents the concluding remarks of this investigation.

2. Filter methods

We describe two types of filter methods: univariate filters, which do not take into account interactions among
features, and multivariate filters, which do account for feature interactions:

2.1. Univariate filters:

• Fisher score [13]: is a supervised method that ranks features based on their association with the class variable,
this measure prioritizes features that bring instances of the same class closer together while separating
instances from different classes. Given a dataset X ∈ Rn×p associated with m distinct classes, let µk and
(σk)

2 represent the mean and variance, respectively, of the j th feature for class k, the Fisher score for the j
th feature is defined as:

F
(
Xj

)
=

∑m
k=1 nk

(
µj
k − µj

)2

∑m
k=1 nk

(
σj
k

)2 (1)

where nk is the number of samples in class k, and µj is the overall mean of the jth feature

• Information Gain(IG) [14], [15]:this measure can be used to quantify the relevance between variables X and
Y , the higher the IG value, the stronger the discriminative power of the explanatory variable X . IG can be
calculated as follows:

IG (Xk) = I (Y ;Xk) = H(Y )−H(Y | Xk) (2)

Here H(Y ) is the entropy of Y : H(Y ) = −
∑

y p(y) log2(p(y)), p is the probability mass function, and the

conditional entropy of Y given Xk is given by: H(Y | Xk) =
∑

x p(x)
(
−
∑

y p(y | x) log2(p(y | x))
)

.

• Symmetric uncertainty (SU) [16]: this technique is employed to modify the Information Gain metric,
mitigating the bias toward variables with numerous distinct values and scaling the IG to the range of 0 to 1,
a value of 0 indicates an independent relationship between X and Y , while a value of 1 denotes a stronger
dependency relationship between them. SU is calculated as follows:

SU(Xk, Y ) =
2× I(Xk, Y )

H(Xk) +H(Y )
(3)
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• Chi-square (Chi2) [17]: this statistical approach quantifies the divergence between expected and observed
distributions of a given feature, the larger the value of this statistical indicator, the more robust the association
between the feature and the class label. The formula for calculating this metric is provided in the subsequent
equation:

χ2 =
∑
i,j

(Oij − Eij)
2

Eij
(4)

where Oij and Eij represent the observed and expected distributions respectively

2.2. Multivariate filters:

• Mutual Information Maximization (MIM) [18]: is a method that iteratively calculates feature scores, allowing
us to rank the features based on their Mutual Information Maximization scores. We can then select the top
K features for our study, K is determined as half the number of samples:

MIM (Xk) = max
j∈{1,...,p}

I (Y ;Xj) (5)

• Joint Mutual Information (JMI) [19]: quantifies the informative value that the joint input variables Xk and
Xj provide about the target variable Y , this metric is calculated by pairing the candidate Xk with each
previously selected feature. The underlying premise is that if the candidate feature is complementary to the
existing features, it should be included in the model:

JMI (Xk) =
∑
Xj∈S

I (Y ;Xk, Xj) (6)

S denotes the set of already chosen features
• Minimum Redundancy Maximum Relevance (MRMR) [20]: aims to identify a set of features that are highly

relevant to the target variable Y while minimizing redundancy among the selected features:

MRMR (Xk) = I (Y ;Xk)−
1

|S|
∑
Xj∈S

I (Xk;Xj) (7)

• ReliefF [21], [22]: randomly selects an instance Ri, and then identifies k of its nearest neighbors from the
same class Hj as well as k nearest neighbors from each of the different classes Mj , the score calculated by
ReliefF for each feature is updated based on the values for Ri, Hj hits, and Mj misses. Finally, the feature
score is defined as:

W [A] = W [A]−
k∑

j=1

ϕ (A,Ri, Hj)

m · k

+
∑

C ̸=c class Ri

[
ρ

k∑
j=1

ϕ (A,Ri,Mj(C))

m · k

]

with ρ =
P (C)

1− P (class (Ri))

(8)

ϕ (A,Ri, H) is defined as the distance between instance Ri and its nearest hit H and m denotes the user-
specified number of iterations

3. Experiments and results

The study evaluated the effectiveness of each filter method, investigating their predictive capability across the
top-ranked features, which ranged from 2 to half the samples for each dataset. Additionally, a statistical analysis
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was performed. The experimental programs were implemented using Python, with several key packages utilized,
including ”sklearn”, ”pandas”, and ”matplotlib”, all filter methods were accessible through the ”skfeature” package,
the computing environment was a Microsoft Windows 11 system with an Intel Core i7-7600U CPU running at
2.80GHz and 16GB of RAM.

3.1. Datasets

The study utilized 9 high-dimensional datasets for the experimental analyses, these datasets comprised both binary
classification and multiclass, the number of classes ranged from 2 to 5, while the number of features varied between
2000 and 12600. Table I provides a concise description of these datasets:

Table 1. The data utilized in the study are described herein

Datasets Observations Features Classes
Colon [23] 62 2000 2
SRBCT [24] 83 2308 4
Leukemia [25] 72 7129 2
Lymphoma [26] 66 4026 3
CNS [27] 60 7129 2
DLBCL [28] 77 5469 2
MLL [29] 72 12582 3
Prostate [30] 102 12600 2
Lung [31] 203 12600 5

3.2. Results

To examine the impact of the number of selected features on the performance of the filter methods, Figures 1, 2, 3,
and 4 present the accuracies for various subset sizes, ranging from two features to half the number of samples, with
an increment of two for the univariate and multivariate filters, two popular classifiers, the Support Vector Machine,
and K-Nearest Neighbor were employed to evaluate the leave-one-out cross-validation accuracy.

Based on the evidence in Figures 1 and 2 and Table 2, the study utilized an SVM classifier with a linear kernel.
For the univariate filter methods, the Chi-squared technique demonstrated the highest accuracy across the evaluated
datasets. In terms of the multivariate filters, ReliefF exhibited the best performance in the Lymphoma, DLBCL,
MLL, and Lung datasets, while the MIM approach gave the optimal results in four datasets, namely Colon, DLBCL,
Prostate, and Lung. Subsequently, the MRMR method showcased the highest accuracy in the SRBCT and Leukemia
datasets, and the JMI technique performed best in the Colon and DLBCL datasets.

Figures 3, 4, and Table 3 demonstrate that the K-Nearest Neighbors classifier with a k parameter of five achieved
the highest accuracy through the univariate Chi-squared method across the evaluated datasets. Regarding the
multivariate filtering approaches, the MIM filter exhibited the greatest accuracy in the Colon, SRBCT, Lymphoma,
DLBCL, and Lung datasets. The ReliefF algorithm yielded the optimal performance in the Colon, Leukemia, MLL,
and Lymphoma datasets. Additionally, the MRMR method demonstrated the highest performance in four datasets:
Colon, Lymphoma, CNS, and Prostate. The JMI method provided the greatest accuracy solely in the CNS dataset.

The results show that the Chi-square method has the highest accuracy among the univariate and multivariate filter
techniques across all datasets, when using both the K-Nearest Neighbors and Support Vector Machine classifiers.

3.3. Statistical test

The Wilcoxon non-parametric statistical test [32] is also employed to assess the performance of the 8 filters, this
test is implemented to determine the statistical significance of differences between the algorithms, and this test is
conducted at a 5% significance level to verify whether there is a statistically significant difference in the accuracy,
results obtained, Tables 4 and 5 reported the p-value of the Wilcoxon rank-sum test for the classification accuracy
using the SVM and KNN classifiers, with a significance level of α = 0.05, according to the SVM results, the Chi2
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Figure 1. LOOCV accuracy related to the number of top-ranking features for the Univariate and Multivariate filters utilizing
SVM classifier.
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Figure 2. LOOCV accuracy related to the number of top-ranking features for the Univariate and Multivariate filters utilizing
SVM classifier
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Figure 3. LOOCV accuracy related to the number of top-ranking features for the Univariate and Multivariate filters utilizing
KNN classifier.
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Figure 4. LOOCV accuracy related to the number of top-ranking features for the Univariate and Multivariate filters utilizing
KNN classifier
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method demonstrated a statistically significant difference in accuracy compared to the other filters, as the p− value
was less than 0.05, The results indicate that there is a notable distinction among the Fisher method, MIM, JMI, and
MRMR.

Table 2. LOOCV-based analysis of the best performances obtained by the Univariate and Multivariate filters applying the
SVM Classifier

Data Univariate Filters Multivariate Filters
IG SU Chi2 Fisher ReliefF MRMR MIM JMI

NF ACC (%) NF ACC (%) NF ACC (%) NF ACC (%) NF ACC (%) NF ACC (%) NF ACC (%) NF ACC (%)
Colon 24 82 22 85 14 92 14 87 24 77 6 76 16 79 16 79
SRBCT 40 78 36 82 20 99 40 86 20 81 40 82 4 78 24 79
Lymphoma 10 95 18 100 4 100 14 98 10 97 30 95 16 95 30 91
DLBCL 20 84 4 75 8 94 12 77 2 75 4 75 2 75 2 75
CNS 2 65 2 65 2 65 8 65 2 65 2 65 2 65 2 65
Leukemia 2 76 36 79 2 97 2 65 10 84 28 90 2 65 8 72
MLL 34 86 34 89 26 94 26 82 22 83 32 68 6 54 20 82
Prostate 24 85 44 84 4 92 50 80 14 65 24 68 48 75 30 72
Lung 24 79 96 85 36 91 96 83 90 81 78 80 38 81 52 77

Table 3. LOOCV-based analysis of the best performances obtained by the Univariate and Multivariate filters applying the
KNN Classifier

Data Univariate Filters Multivariate Filters
IG SU Chi2 Fisher ReliefF MRMR MIM JMI

NF ACC (%) NF ACC (%) NF ACC (%) NF ACC (%) NF ACC (%) NF ACC (%) NF ACC (%) NF ACC (%)
Colon 28 80 26 77 12 87 8 82 28 79 26 79 16 79 16 76
SRBCT 40 73 38 80 30 99 40 73 40 76 28 64 2 80 24 61
Lymphoma 10 97 20 100 6 100 14 94 10 97 30 97 32 97 22 92
DLBCL 34 86 6 74 26 95 38 84 14 77 34 81 22 82 6 77
CNS 30 55 2 70 26 70 30 70 18 57 2 67 6 62 18 67
Leukemia 10 72 30 79 2 97 26 79 12 88 34 81 22 71 6 74
MLL 34 86 32 83 32 94 8 79 20 86 34 68 30 63 32 81
Prostate 24 81 10 81 22 91 34 77 8 71 42 90 26 75 32 74
Lung 38 84 96 85 30 92 100 85 26 85 58 84 40 86 82 84

Table 4. The p-value of the Wilcoxon rank-sum test for the classification accuracy using the SVM with a significance level
of α = 0.05

IG MRMR ReliefF SU MIM JMI Fisher chi2
IG 1 0.0001 0.533 0.348 0.0005 1.9× 10−6 0.419 1.9× 10−6

MRMR - 1 0.177 0.011 0.026 1.9× 10−6 0.0008 1.9× 10−6

ReliefF - - 1 0.015 0.026 0.0007 0.277 1.9× 10−6

SU - - - 1 0.026 0.0003 0.409 1.9× 10−6

MIM - - - - 1 0.354 8.2× 10−6 9.5× 10−6

JMI - - - - - 1 1.9× 10−6 1.9× 10−6

Fisher - - - - - - 1 1.9× 10−6

Chi2 - - - - - - - 1
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Table 5. The p-value of the Wilcoxon rank-sum test for the classification accuracy using the KNN with a significance level
of α = 0.05

IG MRMR ReliefF SU MIM JMI Fisher chi2
IG 1 0.001 0.295 0.025 0.002 1.9× 10−6 0.285 1.9× 10−6

MRMR - 1 0.956 0.001 0.015 0.0002 0.002 1.9× 10−6

ReliefF - - 1 8.2× 10−5 0.177 0.082 0.475 1.9× 10−6

SU - - - 1 0.008 1.9× 10−6 0.107 1.91× 10−6

MIM - - - - 1 0.825 0.002 5.7× 10−6

JMI - - - - - 1 0.0001 1.9× 10−6

Fisher - - - - - - 1 1.9× 10−6

Chi2 - - - - - - - 1

However, the Fisher method exhibits similarities to IG, ReliefF, and SU in terms of accuracy, as the obtained
p-value was greater than 0.05, the JMI approach differs considerably from the other filter in terms of accuracy, yet
it exhibits substantial similarity to the MIM filter, for the K-Nearest Neighbors classifier, we obtained comparable
results to the Support Vector Machine classifier for Chi2 and Fisher filters, however, in this case, the JMI filters
yielded similar performance to the SU method in terms of accuracy.

3.4. Time Complexity

Figure 5. Time Complexity for each filter method

As shown in Figure 5 and Table 6, the runtime of the various filter methods on the SRBCT, CNS, and Prostate
datasets reveals that the Chi-square and Fisher methods are the most efficient, whereas the JMI and MIM methods
are the slowest. Furthermore, it can be observed that the time complexity of each filter increases as the number of
features in the high-dimensional datasets grows.
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Table 6. Filters runtimes on SRBCT, CNS, and Prostate datasets

SRBCT CNS Prostate

Method Runtime (s) Method Runtime (s) Method Runtime (s)

MIM 1642.302 663 MIM 9581.541 956 MIM 40 755.687 815
JMI 1125.761 858 JMI 9064.390 909 JMI 40 751.800 790
SU 1.682 174 MRMR 2.597 293 MRMR 7.053 448
IG 1.190 196 SU 1.565 046 ReliefF 6.810 991
MRMR 1.120 888 IG 1.481 679 IG 4.537 986
ReliefF 0.625 770 ReliefF 1.405 622 SU 4.156 924
Fisher 0.599 950 Fisher 1.403 822 Fisher 2.555 962
Chi2 0.013 952 Chi2 0.032 838 Chi2 0.065 533

4. Conclusion

This study investigated eight feature selection filters using nine high-dimensional datasets, the performance of
these filters was evaluated based on the leave-one-out cross-validation accuracy. The Wilcoxon test was used as
a statistical test to ensure the reliability of the results, our study generally found that the Chi-squared method
outperformed all other approaches using the SVM and KNN classifiers, In perspective, we will assess the
performance of those feature selection filters on larger, high-dimensional datasets such as GLI and SMK, which
have over 20,000 features, in the following work, we focus on proposing a filter based on a new relevance measure
that can be used even for high-dimensional heterogeneous data.
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