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Variable selection in beta regression model using firefly algorithm

Zahraa Tariqg Mohammed Taher *

Medicine college- Family and community medicine-Ninevah University- Mosul — Iraq

Abstract The Beta regression model presents widespread scientific interest when used for modeling both proportions
and rates data. Creating a predictive regression model requires the identification of select important variables from abundant
available options. This work introduces the use of a firefly algorithm for selecting variables when applying the beta regression
model featuring varying dispersion parameters. Evaluation of the proposed method’s performance takes place through
simulations and real data implementation. The proposed method demonstrates better performance than corrected Akaike
information criterion, corrected Schwarz information criterion, and corrected Hannan and Quinn criterion in results analysis.
The proposed method functions effectively to select variables in beta regression models which have varying dispersion levels.
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1. Introduction

basic statistical method for examining and measuring the connection between a dependent variable and one or
more independent variables is regression modeling. With this approach, a model is fitted to the data in order to
forecast the dependent variable’s value based on the independent variables’ values. Regression models are useful
for both prediction and inference. The statistical model Beta regression exists to process continuous variables when
their range lies between 0 and 1. The beta regression technique is optimal for modeling data situations involving
proportions alongside percentages and fractions across scientific disciplines that include economics and medicine
with social sciences [5, 4, 11, 14, 15, 16] In these circumstances, the traditional linear regression approach, which
is predicated on the ordinary least squares method, is not suitable [6, 17, 18]. Consequently, [4] introduced beta
regression model in which the response variable is distributed from the beta distribution.

Many real applications see a rise in the practice of obtaining and measuring various standardized variables. The
datasets generally contain numerous irrelevant and redundant variables that negatively impact model prediction
accuracy. The presence of numerous variables affects the regression model negatively. Building predictive
regression models requires the essential task of choosing relevant variables from within excess numbers of variables
[1,13, 19,20, 21].

The best variable subset identification process presents an NP-hard computational difficulty which demands
substantial time and expensive resources for processing. The traditional variable selection methods including
stepwise selection and information criteria as well as backward elimination demonstrate higher computational
costs when used. In recent years, the meta-heuristics algorithms, such as firefly algorithm, are widely applied as
variable selection methods [8, 22, 23]. This is due to the fact that variable selection is regarded as an optimization
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problem, where the goal is to minimize the number of variables chosen while preserving the highest possible
prediction accuracy [10, 24].

This paper targets the development of firefly algorithm for selecting variables within beta regression models.
The proposed algorithm would successfully determine important variables in the beta regression model along
with producing accurate predictions. Simulation tests along with real data analysis demonstrate that the proposed
algorithm delivers its advantages.

2. Beta regression model

The beta regression model (BRM) finds extensive use across many fields especially economic and medical
research including income share analysis and unemployment rate assessment in countries and regional Gini index
calculations and university graduation metrics and medical body fat evaluation. In beta regression modeling we
examine the relationship between certain explanatory variables and a non-normal response variable just like other
GLM regression methods. “The beta regression model restricts its response component within the (0,1) interval to
analyze proportions along with percentages and fractional data types.

In BRM, the response variable, y, is assumed to follow beta distribution. The probability density function of beta
distribution is given by

['(a2) aras—1 (1—a)as)—1
where 0 < a; < 1 and ay > 0. The mean and variance are E(y) = oy and V(y) = a1(1 — a1)/(1 + as) where ay
is a dispersion parameter.
Consider that we have a data set {(y;,7;)}]~,; where y; € R is a response variable belongs to Eq. (1),
zi = (%1, %2, ..., zip) € RP is a p x 1 known explanatory variable vector, then in BRM, the mean is related to
the explanatory variables as
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where 3 = (8o, f1, ..., Bp) is a (p + 1) x 1 vector of unknown regression coefficients.
Depending on Ferrari and Cribari-Neto (2004) the
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where ay; = ¢g71(n;) and ao; = h™1(¥;). Differentiation of Eq. (3) with respect to the 3 and @ , respectively, is
defined as
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where §; = In(y; /(1 —v;)), &1 = Y(ari00;) — (1 — aq;) ae;), () represents the digamma function,
dau/dni = l/g'(au), and dagl/d’l?l = 1/h’(a21)[9]

3. Firefly Algorithm
The variable selection procedure serves as a common practice in diverse applications. The analysis typically
contains two types of variables: redundant information and useless data. The increase in computational time and

lowered prediction accuracy results from additional variables included in the analyses. The selection of significant
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variables from an entire variable set improves model prediction accuracy together with better interpretability
results [6, 25]. Many algorithms inspired by nature have been put out recently as effective methods for resolving
continuous optimization issues. An optimization problem involves minimizing the number of variables while
increasing forecast accuracy [2, 10, 26, 27, 28]. The Firefly Algorithm (FA) functions as a nature-inspired
metaheuristic optimization technique that demonstrates different benefits and drawbacks related to other swarm
intelligence methods like Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO) and Genetic
Algorithm (GA).

Firefly optimization algorithm (FA) is one of the recently efficient proposed nature- inspired algorithms, which is
firstly introduced by [12]. Compared to other algorithms, FA is a simple approach to use when solving optimization
problems. FA draws inspiration from the way fireflies use flashing lights to interact with one another. In order to
solve optimization difficulties, FA allows a swarm of fireflies with low light intensities to migrate toward their
neighboring brighter fireflies with better search capabilities.

Let g represents the dimension of the object function that will optimized, Ny represents the number of fireflies, 1
refers the light absorption coefficient, I; is the light intensity, and v is the distance between any two firefly locations
i (¢;) and j (c;). This Cartesian distance can be defined as

q

v(eicy) = | D (Cim — cjm)”. (6)

m=1

The I; can be as ,
I(v)=Ipe ", @)

The attractiveness £ of a firefly is defined as

Ew) = &e @®)

where £, represents the attractiveness at v = 0. Any firefly that moves to its ideal location will be drawn to another
firefly as

C§t+1) — Cz('t) + 50 87/“’7?,_7' (cg.t) — CZ(.t)) + (’)/1 — 05), )

where 7 and ~y; is a random number generated from uniform distribution with [0, 1].

To performing the variable selection, the position in FA is binary in which the value 1 represents that the variable
is important and 0 otherwise. That is meaning: the it" variable is included in the model, then x; = 1, otherwise,
X; = 0.

Consequently, our proposed method setting is as follows:

Step 1: The number of fireflies is Ny = 30, & = 1, u = 0.3, 7 = 0.2, and the maximum number of iterations is
tmax= 1000.

Step 2: The original binary firefly algorithm uses a uniform distribution with O and 1 to randomly create each
firefly’s position.

Step 3: The fitness function is defined as

S B o Ty
fitness = min ln Z(yl Ui) 1 . (10)

Step 4: Using Eq.(9), the firefly’ locations are updated.

Step 5: Steps 3 and 4 are repeated until a ¢, is reached.

4. Simulation results

In this section, the performance of FA is evaluated. The sample size is considered with n € {50, 150, 250} and yis
generated as

y; ~ beta(a; i, (1 — as) ), (11)
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where «q; and aw; are generated as

o exp(xiTz)
N = Trexp(xiT2)°
(12)
exp(c; " 0)
Q2 =

I+exp(e;T0)’

where the variables x; and s; are generated from the uniform distribution with 0 and 1. The true parameter vector 3
and o are setas 3 = (1,1,-0.5,1.5,0,...,0)7 and 6 = (1,1, -1.5,0.5,0, ..., 0)T". Here, two cases are considered:
—— ——
p—4 k—4
Case 1: In this case p = k = 10.
Case 2: In this case p = k = 25.

The four performance metrics for FA include the Mean Squared Error (MSE) per Eq. (13) and the True Zero
coefficient count (TZ) and the Incorrect Nonzero coefficient count (INZ) while also determining the correct
estimation percentage (PC). A better variable selection performance relates to high PC and TZ metrics and low
INZ and MSE values.

The performance of the FA was compared with following variable selection criteria as in[3]. They are:

The corrected Hannan and Quinn criterion (CHQ)

2n (p + k) In(In(n))

CHQ = —2(3,0 13
Q=-2(B.0) + = T (3)
The corrected Schwarz information criterion (CSIC)
~ A~ n(p+k)In(n)
CSIC = —-2(3,0) + ————————— 14
(B.0) + T =1 (14)
The corrected Akaike information criterion (CAIC)
PR 2n(p+k)
CAIC = -2¢(8,0) + ———— 15
B.0) + = T =3 (15)

Depending on 1000 times of generated the data, the averaged MSE, TZ, INZ, and PC are reported in Tables 1
and 2, respectively”, for case 1 and case 2.

A few concluding observations can be derived from the presented tables. Every experimental condition
demonstrates that the FA reaches lower MSE results than the other competing procedures including CAIC, CHQ,
and CSIC. The MSE level of CAIC remains the highest in comparison to other methods. The MSE reduction from
FA reached 42.69% and 37.85% and 51.11% when compared against CHQ, CSIC and CAIC when n=150. The FA
maintains the lowest MSE value compared to competing methodologies for all considered n values. Sample size
increases improve both MSE performance and general effectiveness for the CAIC and CHQ methods as well as for
the CSIC method.

With regard to the TZ criterion FA demonstrates an optimal precision in identifying actual nonzero in both
components of the sub-model mean and sub-model dispersion. The FA process picked more than 7 essential
variables from among the 8 actual variables in case 1 before picking more than 20 out of 22 actual variables
in case 2. The FA produces superior performance when compared to CAIC, CHQ and the CSIC according to
TZ criterion. The designed research used FA to identify an average of 21 substantial variables from a pool of 22
essential variables based on the dataset with n=150. While CAIC, CHQ, and CSIC select no more than 18 relevant
variables. Further, the FA procedure selects extremely few unimportant variables from the mean sub-model and
dispersion sub-model compared to CAIC, CHQ, and CBIC when examining the INZ criterion since it correctly
sets to zero only a low number of truly nonzero coefficients on average.

4.1. real application results

In this section, a real application is considered for testing our proposed method to a data from a body fat study,
which had been analyzed by Zhao et al. (2014). In this data, there are 252 observations for body fat patients on
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Table 1. Case 1 results for the used methods

Methods MSE TZ INZ PC
n =50
FA 4.392 7.598 0.487 0.955
CHQ 7.626 5.073 2.945 0.823
CSIC 6.982 6.022 2.139 0.88
CAIC 8.232 4.183 3.314 0.722
n =150
FA 4.273 7.628 0.293 0.978
CHQ 7.456 5.186 3.001 0.829
CSIC 6.722 5.742 2.205 0.898
CAIC 8.745 4.477 3.27 0.715
n = 250
FA 4.236 7.682 0.368 0.982
CHQ 7.417 5.283 3.576 0.835
CSIC 6.876 6.086 1.785 0.906
CAIC 8.596 4.544 3.245 0.724

Table 2. Case 2 results for the used methods

Methods MSE TZ INZ PC
n = 50
FA 6.672 21.786 0.068 0.959
CHQ 9.657 16.597 2.826 0.817
CSIC 9.219 17.172 1.14 0.875
CAIC 10.949 14.582 3.16 0.806
n = 150
FA 6.305 21.005 0.179 0.951
CHQ 9.476 16.859 2.579 0.822
CSIC 8.948 18.23 1.166 0.895
CAIC 10.565 15.646 3.12 0.801
n = 250
FA 6.23 21.365 0.142 0.967
CHQ 9.413 16.87 2.692 0.826
CSIC 8.87 18.941 1.468 0.907
CAIC 10.59 15.655 3.258 0.814

13 explanatory variables, of which the y is a quantitative measurement of the percentage of body fat. The 13
explanatory variables include age (years) (x1); weight (pounds) (x2); height (inches) (x3); neck circumference
(cm) (x4); chest circumference (cm) (x5); abdomen circumference (cm) (x6); hip circumference (cm) (x7);
thigh circumference (cm) (x8); knee circumference (cm) (x9); ankle circumference (cm) (x10); extended biceps
circumference (x11); forearm circumference (cm) (x12) and wrist circumference (cm) (x13).

Related to Zhao et al. (2014), The beta distribution indicates appropriateness for BRM analysis when using the
logit link function for the mean sub-model combined with the identity link function for dispersion sub-models.
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The mean sub-model demonstrates significant connections between five main explanatory variables, x2, x6, x7,
x12, and x13, with response variables when removing the three outlier observations. The used methods yield their
results regarding performance as presented in Table 3. The mean model variables receive appropriate selection
from FA as per Table 3 findings while x6 fails to fulfill these criteria. The FA produces higher prediction accuracy
through MSE reduction than CAIC and CHQ and CSIC. The result shows that CAIC and CHQ and CSIC selected
variables which did not achieve statistical significance. CAIC selected the variables x4 and x9 while these variables
did not appear as statistically significant.
The important variables x2 and x7 appear in all selections made by the utilized methods.

Table 3. The results of the application data

Methods Selected variables MSE

FA X2, x12, x13 248.521
CSIC X2, x4, x7, x13 362.114
CHQ X2, x4, x7, x12 418.749
CAIC X2, x4, x7, X9, x12 463.109

5. Conclusion

The BRM serves as an effective instrument to analyze continuous data between specific boundaries since it
outperforms traditional methods by offering better flexibility along with improved interpretability. Compared
to other algorithms, the FA, a metaheuristic optimization technique inspired by nature, offers unique benefits
and drawbacks. In this work, an assessment of variable selection problems in BRM takes place within this
research. A FA operated as the variable selection method. Both simulation tests and real-data evaluation are
performed for the FA and alternative approach selection techniques. The research outcomes demonstrate that FA
accomplishes superior performance over CAIC, CHQ and CSIC based on MSE scores together with TZ, INZ and
PC measurements.
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