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Efficient randomized response model tailored for estimating highly sensitive
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Abstract When broaching extremely delicate subjects, individuals might offer inadequate or dishonest revelations,
jeopardizing data precision. To counteract this challenge, this research proposes a new and effective randomized response
structure crafted to enhance the assessment of highly sensitive characteristics. The proposed framework enhances
Aboalkhair’s (2025) model, which has emerged as a viable substitute for Mangat’s frameworks. This investigation assesses
the scenarios where the proposed method performs better than Mangat’s method. Through theoretical scrutiny and
numerical simulations—taking into consideration partial honest disclosures—the outcomes showcase the model’s heightened
effectiveness. Furthermore, the article quantifies the level of privacy safeguarding provided by this innovative approach.
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1. Introduction

In survey contexts, questions of a sensitive nature frequently result in non-responses or untruthful answers
stemming from concerns over privacy, leading to response bias. Warner [25] originally developed the randomized
response method (RRT) in order to tackle this issue, emphasizing participant confidentiality. This method enables
researchers to gather precise information on sensitive subjects while reducing bias. Through RRT, participants
respond to questions chosen through a random process without disclosing the exact query they are answering,
safeguarding the privacy of their true responses. By assuming honest engagement within this system, the collected
data maintains its integrity for thorough statistical examination.

While Warner’s method successfully safeguards privacy in sensitive data collection, its reliance on randomization
increases variability in estimating the prevalence of the studied attribute. Subsequent research has advanced
Warner’s original framework to address this inefficiency, prioritizing two objectives: reducing estimator variance
and improving operational effectiveness. Some refinements focus on optimizing parameter choices within Warner’s
model to lower variability, while others propose entirely new estimation techniques [8, 10, 13, 15, 16, 17, 22].
Some recent innovations emphasize structural redesigns of the RRT mechanism itself, enhancing its practicality
and performance in real-world applications [1, 2, 3,4, 5,6, 7, 11, 12, 14, 20, 21, 23, 24, 26].

Aboalkhair et al. [7] introduced a two-stage design through structural redesigns, aimed at reliably estimating
Sensitive Attributes. Their foundational work assumed complete honesty among respondents. However, in contexts
involving highly sensitive topics—where truthful disclosure is often compromised—this assumption may not
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hold. To address this gap, we refined Aboalkhair’s framework by explicitly incorporating mechanisms to account
for partial honest disclosure. This adaptation enhances the model’s real-world applicability, enabling precise
measurement of sensitive attributes while rigorously preserving participant confidentiality.

2. Pioneering models

2.1. Warner’s model

Warner’s approach [25] provides a method to estimate the proportion 7w of a population possessing sensitive
attributes. In this framework, the estimator for 7, with adjusted notation, is derived as:
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where n’ denotes the count of ’yes’ responses, and the variance is:
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2.2. Mangat’s model

Mangat [20] proposed a statistically efficient randomized response (RR) design. In this model, 7 is estimated as:
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with the variance calculated by
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Mangat also investigated scenarios involving partial honest reporting, demonstrating that the estimator 7,
becomes biased under such conditions. The corresponding mean square error (MSE) is derived as follows
TH(1 —nH) N (1 — w)[l —q(l—-m) — 271'H] N 72 (H —1)2
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where H represents the honest-reporting probability.
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2.3. Aboalkhair’s model

Aboalkhair et al. [7] introduced a pragmatic and efficient (RR) design. In their approach, each participant receives
sets of ”Yes” and "No” cards along with a dual-stage randomization tool. Individuals opt for a ”Yes” card if they
possess the sensitive attribute; otherwise, they are instructed to employ the two-stage random tool. Initially, they
use device R1, which offers:

(a) I belong to group S” with a probability of ps, or

(b) ”Use device R2” with a probability of 1 — ps.

If directed to R2, they engage a Warner-style device which offers:
(a) I belong group S” with a probability of py,

(b) "I do not belong to group S with a probability of 1 — p;.
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2 EFFICIENT RR MODEL FOR HIGHLY SENSITIVE CHARACTERISTICS

As outlined by Aboalkhair et al. [7], the probability of responding *Yes’ («) is given by:

a=m+(1-=m)(1—=pi)(l—p2), (6)

and the estimator for 7 is:

a—(1-p1)(1—p2)

7= ; (N
1—(1=p1)(1—p2)
where & denotes the sample proportion of ’Yes” answers.
In the scenario where all participants respond honestly, the estimator variance is
1- 1—m)(1—- 1-—
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While Aboalkhair et al. [7] assumed perfect honest reporting, we subsequently examine the more realistic
scenario of partial honest disclosure.

3. The proposed model

Expanding on Aboalkhair’s methodology [7], the new model introduces a significant enhancement by considering
partial honest reporting. Let H denote the probability that a respondent with the sensitive attribute (S) answers
honestly. Respondents without S are assumed to have no incentive to falsify their responses. This means:

* A respondent with the sensitive attribute (S5) tells the truth with probability H; and lies (say "No”) with
probability 1 — H.

* A respondent without (5) proceeds exactly as in Aboalkhair’s model: they use the two-stage random device.
This change requires an adjustment to the formula for the probability of a ’Yes’ answer («) as follows:

o =7H+ (1—7)(1—p1)(1—p2) )

The ratio of respondents with the sensitive attribute, denoted as 7 , is estimated through the following formula:

= (1—p)(1—p)
T —py) (10

where p1, p» and o’ are as previously defined.

3.1. Statistical characteristics of the proposed model

The following theorems outline the bias, variance, and mean square error (MSE) of the estimator 7 in Equation
(10).
Theorem 1 (Bias). The bias of 7/ is:

L m(H —1)
B =10t —p)

an

Proof. By definition, B(7') = E[#’ — W} = E(n’) — 7. Since n(a’) follows a binomial distribution Bin(n, o),
substituting into Equation (10) gives:

N o —«

R (A ) (42
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From prior results (Equations (9) and (6)), o' —a = w(H — 1). Inserting this into Equation (12) yields
Equation (11).

Theorem 2 (Variance). The variance of 7/ is:

v H(1 - <H) (L= p) (A =p2)(1 = m)[ 1= A= p1)(1 = p2)(1 —m) - 2mH | )
') = :
n[l—(1=p)(1=p)]” nfl = (1=p)(1 - p2)]”
Proof. Starting with Equation (10), the variance is:
- o — (1-p)(1- P2)> V(&’)
V(ir) =V - . 14
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Given that na/ ~ Bin(n, ') and V(a/) = o/(1 — a’)/n substituting this into Equation (14) produces:
V(ia) = (1= o) (15)

n[l—(1—p)(1—po)]”
Expanding o/ (1 — ') using Equation (9) leads to
&/(1—a)=7H(1 —7H) + (1—p)(1—p2)(1—7) [1 S —p)(1—po)(1—7) — 27TH} (16)

When substituted into Equation (15), results in Equation (13).

Theorem 3 (MSE). The mean square error of 7 is:

1— 1 1-— 2 1—m)|{1—(1-— 1 1-— 2 1—7m)—2nH
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Proof. The MSE combines variance and squared bias:

a7

MSE() = V(«') + [B(x")]? (18)

Substituting Equations (13) and (11) into Equation (18) directly yields Equation (17).
3.2. Efficiency comparison

The suggested approach enhances Aboalkhair’s model [7], which itself is a proven advancement of Mangat’s
randomized response technique [20]. This research primarily assesses the effectiveness of the new method
compared to Mangat’s original framework.

The suggested estimator outperforms Mangat’s estimator under partial truthfulness if:

MSE(7") < MSE(7)
Substituting Equations (17) and (5) and simplifying algebraically, this inequality reduces to:
(1-p1)(1 —W)[l—i- (1 —pg)] +21H <1

This demonstrates the proposed method’s consistent superiority over Mangat’s approach for feasible parameter
values. Empirical validation via 1 confirms this theoretical efficiency gain.
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4 EFFICIENT RR MODEL FOR HIGHLY SENSITIVE CHARACTERISTICS

Figure 1 evaluates the performance of the proposed model against Mangat’s method across feasible
parameter ranges. The analysis employs a sample size of n = 100, varying proportions of the sensitive attribute
m = (0.01,0.05,0.10, 0.20, honest-telling probabilities H = 0.95,0.90,0.70,0.50, and randomization parameters
p1,p2 = 0.6,0.7,0.8,0.9. The results demonstrate consistently positive efficiency differences, validating the
superiority of the proposed approach under all tested scenarios.
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Figure 1. Efficiency comparison between the proposed model and Mangat’s model under practical parameter configurations
for p1, po, H, and 7.

Key Observations from Figure 1:

1. The proposed estimator outperforms Mangat’s across all tested values of p1, p2, H, and 7.

2. For fixed p;, p2, and H, the efficiency gap widens as 7 decreases from 0.2 to 0.01.

3. With constant py, po, and , the difference increases as H declines from 0.95 to 0.50.

4. Lowering p; from 0.9 to 0.6 enhances the efficiency advantage, holding p2, H and 7 constant.

5. Increasing p from 0.6 to 0.9 amplifies the gap. This occurs because the proposed estimator’s MSE decreases
with higher p,, while Mangat’s MSE remains unaffected.

3.3. Privacy protection

Privacy protection is a cornerstone of all (RR) methodologies. Prior researchs [9, 18, 19, 27] have introduced
quantitative metrics to evaluate privacy levels within RR techniques. Building on Zhimin and Zaizai’s approach
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[27], the design probabilities are defined as:
P(yes|S)=H and P(yes|S)=(1-p1)(1~-p2)

Pno|S)=1-H and P(mo|S)=1—(1—-pi)(1—p2)

and
Vs

74+ (1—m)(1—p1)(1—p2)/H

T+ (1—m) [1_(1—271)(1—}72]/(1_-’{)

The privacy metric Mp(R) is formulated as:

P(S | yes) =

P(S |no) =

Mp(R) =|1— 3[r(yes) + 7(no)] | , (19)
where = -
A ey Ty B S )

As shown in [27], lower values of Mp(R) correspond to stronger privacy safeguards. This negative correlation
implies that minimizing M p(R) enhances respondent confidentiality in the RR framework.

4. Discussion

This research advances Aboalkhair’s methodology [7] by incorporating an assumption of partial honest
disclosure into the analytical framework. While this adaptation alters the estimator’s statistical characteristics
and the perceived sensitivity of the target variable, both the original and modified approaches employ the same
randomization device. Thus, they share identical procedural demands in terms of implementation difficulty,
participant effort, and validation rigor. The enhanced efficiency of the proposed model is most evident when
estimating highly sensitive traits susceptible to underreporting—such as criminal activity, non-conventional sexual
behaviors, substance abuse, mental health challenges, prejudicial attitudes, financial fraud, stigmatized medical
conditions, or ethical breaches. These are domains where conventional surveys frequently produce biased or
incomplete data due to respondents’ hesitancy to disclose sensitive information candidly, often stemming from
fear of social stigma or privacy violations.

The ethical implementation of the randomized response (RR) technique demands a careful equilibrium between
collecting sensitive data and upholding participants’ rights. Researchers must prioritize ensuring participants
fully understand the method’s purpose, mechanics, and voluntary nature, including their unrestricted right to
withdraw. Transparency about how data will be used, analyzed, and disseminated is critical, as participants should
be informed of their role in advancing the study’s objectives. To mitigate potential distress, proactive assessment
of the psychological impact of sensitive questions is essential, alongside safeguards such as anonymization and
access to support resources. Crucially, robust privacy protections, including guarantees against re-identification of
responses, must be emphasized to preserve confidentiality and foster participant trust. By addressing these ethical
considerations holistically, researchers not only maintain integrity but also enhance the validity and reliability of
sensitive data collection, bridging ethical rigor with meaningful research outcomes.

The selection of probabilities p; and p, must strike a balance between maximizing estimation accuracy and
safeguarding participant privacy. This involves strategically optimizing these parameters to reduce the privacy
metric (Equation 19), thereby minimizing potential confidentiality risks. By doing so, the design promotes truthful
responses to sensitive questions while mitigating respondents’ apprehensions, fostering trust and cooperation in
the survey process.
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6 EFFICIENT RR MODEL FOR HIGHLY SENSITIVE CHARACTERISTICS

5. Limitations and research opportunities

A primary limitation of this design is its effectiveness when dealing with highly sensitive attributes, particularly
in cases where respondents may be reluctant to provide truthful information. Traditional randomized response
models, which rely on the assumption of complete participant honesty, prove to be less effective in such contexts.
However, when implementing Aboalkhair’s model [7] in these scenarios, a limitation of the proposed framework
becomes apparent: its estimator shows a higher Mean Squared Error (MSE) compared to Aboalkhair’s method. This
variation highlights the necessity for future research to devise more advanced randomized response techniques
tailored specifically for extremely sensitive subjects, focusing on strategies to enhance precision through MSE
reduction.
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