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Abstract The estimation of reliability R = P(X < Y') for independent Rayleigh-distributed random variables X and Y is
examined in this study. This estimation is essential for reliability analysis and stress-strength models in engineering. Three
estimators are derived and compared: a Bayesian estimator utilizing conjugate Gamma priors, the method of moments (Mom)
estimate, and the maximum likelihood estimator (MLE). The normality of the MLE and the creation of confidence intervals
using the Fisher information matrix are two of its acknowledged asymptotic characteristics. A thorough simulation analysis
measures bias, mean squared error (MSE), and confidence interval coverage to assess how well these estimators perform
across a range of sample sizes and parameter combinations. Our findings show that, especially for small to moderate sample
sizes, the MLE consistently performs better in terms of MSE than the Mom and Bayesian estimators. Despite its flexibility,
the Bayesian technique exhibits sensitivity to previous specifications when there is a considerable difference between
the scale parameters ¢; and 62. With applications in quality control and reliability engineering, the study offers useful
recommendations for choosing estimators depending on sample size and parameter configurations. Numerical examples are
provided to demonstrate the suggested approaches, and their expansions to more intricate systems are explored.
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1. Introduction

A fundamental challenge in reliability theory and engineering statistics is the estimation of reliability parameters
R=P(X <Y),where X and Y are independent random variables that indicate strength and stress, respectively.
This stress-strength model is essential for evaluating failure risk, system dependability, and product durability since
it measures the likelihood that a component with strength X can sustain a stress Y applied to it. The estimation
of R becomes practically significant and analytically tractable when both X and Y follow Rayleigh distributions,
which are frequently used to model failure rates and lifespan in engineering systems. Numerous authors have made
contributions to the estimation of dependability in a range of distributional situations, such as Pareto, normal,
and exponential models. The situation where both variables exhibit Rayleigh distributions, however, has been
the subject of comparatively fewer studies. This study contributes to the literature by generating and comparing
estimators of R under the assumption that X and Y are independently and identically distributed according to the
Rayleigh distribution. In particular, the study proposes Bayesian estimators under various prior assumptions, the
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method of moments estimator (Mom), and the maximum likelihood estimator (MLE). Additionally, confidence
intervals for R are built using both classical and computational methods, and the asymptotic aspects of the
estimators are investigated.

Simulation experiments are conducted for different sample sizes and parameter configurations in order to
verify and compare the performance of the suggested estimators. These simulations assess coverage probabilities
of confidence intervals, mean squared error (MSE), and estimator bias. According to the results, the Bayesian
approach provides more flexibility and resilience, particularly when including prior information, even though
the MLE performs well in a variety of circumstances. The findings have implications for reliability analysis in
engineering applications where Rayleigh-distributed variables are a natural fit.

The maximum likelihood estimate when x and y have a bivariate exponential distribution was studied in [1]. [2],
[31, [4], [51, [6], [71,[8] and , [9] have all looked at the estimation of a comparable problem for the multivariate
normal distribution. These studies all looked at the estimation of when x and y are regularly distributed. Assuming
that x and y are independent exponential random variables, [10] have investigated the interval estimation of
reliability parameters and hypothesis testing in strength models with two parameter exponential distributions. [11]
extended the Pareto distribution using the Epanechnikov kernel technique. [17] investigated the Volterra integral
equation’s solution stability using a random kernel. Examine a new method for a modified Midzuno scheme in [13].
[14] looked into the statistically convergent sequences. [11] estimated dependability using the Pareto distribution.
In [15], the ranked set selection for simple linear regression was examined. In the future, we hope to include the
fuzzy soft set into our work as the [19, 20]

[16] Rank set sampling in a modified ratio estimator.

When X and Y are independent random variables, the problem of predicting the probability that one random
variable will surpass the other, or (X < Y'), has continuously drawn interest. The parameter R represents the
reliability parameter. In the context of classical stress-strength reliability, the question arises if the random strength
(X) of a component is greater than the stress (Y') to which it is subjected; if X <Y, the component fails or the
system that employs the component may malfunction.

2. Problem Formulation

In this paper we consider the problem of estimation of the reliability R(6,,02) = P(X <Y), based on
X1, Xo,..., Xn S Rayleigh Distribution, where X is the strength with probability density function:

flz) = 291:r679””2, x>0

Since X ~ Ray(#;) and Y ~ Ray(f;) where X and Y are independent and identically distributed, then:

y
R(01,0:) = P(X <Y) = // 4019231'2/6791126702112 dz dy
0
61

R(6y,6,) = P 3)

3. Estimation Methods of R = P(X < Y)

3.1. Maximum Likelihood Estimation (MLE)

Let 21,2, ...,x, be a random sample of size n from a Rayleigh Distribution with population parameter 6;, and
Y1,Y2, - - -, Yn be a random sample of size n from a Rayleigh Distribution with population parameter 05. Then the
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2 ESTIMATION OF RELIABILITY BASED ON RAYLEIGH DISTRIBUTION

likelihood function is given by:

L(01,02) = 40705 [ [ i [ Jsne ™ Evie 2 20 (1)
i=1 =1
By taking the natural logarithm to both sides, equation (1) becomes:
In L(01,02) = nln(4) + nln(61) + nln(bs) + Z In(z;) + Z In(y;) — 64 Z 2 — 6, Z y? 2)
i=1 i=1
By deriving In L(6,, 02) with respect to 6, and 5 and equating the results to zero, we get:
OlnL n 9
R I ©
OlnL n 9
gz _ 2 _ 0 4
90, 0 2. @
The MLEs for the unknown parameters 6, 6, are given by:
- n
0 = = 5
- n
Gy = (6)
N
By substituting equations (5) and (6) in equation (3) we get:
A n:r?
Rte = — =" @)
IS o
3.2. Method of Moments
Let 21,22, ..., x, be a random sample of size n from a Rayleigh Distribution with population parameter #; with
probability density function:
flx) = 291‘%676112, x>0,00 >0
And let y1,ys2,...,y, be a random sample of size n from a Rayleigh Distribution with population parameter 6,
with probability density function:
f(y) = 20:ye"", y>0,6,>0
The expected value of X and Y are:
m
E(X)=,/— 8
=15 ®)
s
EY)=,/— 9
)=/ ©
By equating the sample mean with the corresponding population mean, we get
™
Lz 1
10 " (10
™
~ —3 11
10, Y L
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This implies that:

A s
91 = 475:2 (12)
- s
0y = — 13
2= 1 (13)
By substituting equations (15) and (16) in equation (3) we get:
Rom = 2 14

3.3. Bayes Estimation of R

The Bayesian methodology has a number of benefits over the conventional frequentist approach. Bayes’ theorem
offers a systematic framework for updating our beliefs regarding the parameters in light of the observed data
(see Bolstad [19]). This subsection investigates the stress-strength reliability of the Rayleigh distribution using
conjugate Bayesian analysis.

Assuming independent Gamma priors for the unknown parameters 6; and 6y with hyperparameters (a;,b;),
1 = 1,2, the gamma density function is given by:

v le ™ >0, a,b>0 (15)

Then, the joint posterior density function of 6; and s is:

L(61,02 | x)g(01)g(02)

7T(917(92 = %) (16)
) Jfo L(01,02 | )g(61)g(02) db1dfs
ngngn 7" n — z2 - 2 byt 1—1 ,— by? 2—1 —
_ 470703 Ty i [T, e =i 2 v eI4) femhs e 02 fembaf2 (17)
JIGT 40703 T i TI, yae™" 5= otem 200 s embits paspga ! e—bae 4, do)
oyt e 1 (D ai b gptea—lo—0: (N yi+be)
= 18
[ 0none= 0 Xate 02 ui g~ e—bi161932~ Le—b202 (6, df, (1%
grta—le=6(2 x?+b1)9;+az—16702(zy?+b2)
- [optar—le=0u(EZ ettt gg, [yte—te=02(ui+b2) 4g, 19
Therefore, the joint posterior distribution factorizes as:
Tt sz 05T i)
01.0,) = =01 witb) 22 =022 yitb2) — 1 0 20
m(61,02) i) ¢ T(as) © m(01)m(6-2) (20)
where 61 | x ~ Gamma(a; +n,b; + > z7) and 05 | y ~ Gamma(az + n, by + > y?).
The Bayesian estimators of ¢, and 6, are:
~ a1 +n
0, = E(O - 21
1= B0 | @) = e @
~ as +n
0, = E(0 == " 22
2 (02 | ) by + 21%2 (22)

And the variances of 6; and 6, are:
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V@)= 23)
V(s |y) = 2" 24

(b2 + 32 47)

For a; = b; = 0, the non-informative prior gives 0 | * ~ Gamma(n, Y z?) and 6, | y ~ Gamma(n, > y?).
Then:

A n
A n
This matches the MLE of 6; and 6-. Then the Bayesian estimator for R is:
A 0,
Bayes 91 N 92

4. Asymptotic Distribution of R-hat and Different Confidence Intervals

This section derives the asymptotic distribution of the Maximum Likelihood Estimator (MLE) of the reliability
parameter R. The approach involves first establishing the asymptotic distribution of the parameter vector 8 =
(61, 62) and then applying the delta method to the function R(6, 62).

4.1. Asymptotic Distribution of 6

Let§ = (91, 92) be the MLE of 6 = (61, 65). From standard asymptotic theory of maximum likelihood estimation,
6 is consistent and asymptotically normal under regularity conditions.

The Fisher Information Matrix, (8), for the parameter vector € based on samples of size n from both X and YV’
is given by the negative expectation of the second derivatives of the log-likelihood function.

The log-likelihood function, as derived in Equation (5), is:

In L(61,02) = nln(4) + nln(61) + nln(02) + > In(z:) + Y In(y:) =61 Y af—62 > y? (28)
i=1 i=1

The second derivatives are:

0?InL n
Tﬁf = —@7 (29)
0%InL n
TH% = —@, (30)
0*InL B 0%InL B G1)
00,1005 00200,
Taking the negative expectation, the Fisher Information Matrix is:
9°InL 9’InL
16) = — E 962 ) E (891802> - % 0 (32)
T E 82lnL> E(a"’lnL) 10
601 892 80% 2
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Thus, the inverse Fisher Information Matrix is:

63 0
o= g (33)
Therefore, the asymptotic distribution of the MLE 0 is:
él — 91 d 1
N = N (0,17'(0)) (34)
0y — 0y

4.2. Asymptotic Distribution of R, using the Delta Method

The reliability parameter is a function of 8: R = g(01,62) = (hQTlez' We apply the delta method to find the

asymptotic distribution of Rye = g(01,05).
The gradient vector of R with respect to 0, denoted VR, is:

OR 0
vR= |3 - | T 35)
962 N GETAE

The asymptotic variance of Rule s given by:
V =(VR)"I"Y()VR (36)

Substituting the expressions for /~1(6) and V R:

9 ) o 0 %
V= [(elﬁézv ‘<91+192>2} ooe () 37)
n (‘91+92)2
626,
(4 [ n 2
= ety o] [ Coee” 1 (38)
n(01+62)%
202 202
— 010; 4 0163 (39)
n(fy + 92)4 ’I’L(91 + (92)4
20203
— %% 4
n(0; + 02) (40)
Therefore:
A d 20303
R—R)—-> N[0, ————— 41
Vit 1) (0. 200 @)

4.3. Asymptotic Confidence Interval for R

An approximate 100(1 — «)% confidence interval for R can be constructed using the asymptotic distribution:
lee + Zlfa/Q\/‘T/ (42)
where Z,_ /5 is the 1 — a/2 quantile of the standard normal distribution, and V is the estimated variance:

20262

V = — =~
n(91 —+ 92)4

(43)
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Simulation Study Design

This simulation study evaluated the performance of the Maximum Likelihood (MLE), Method of Moments (MoM),
and Bayesian estimators for the reliability parameter R = P(X < Y). The assessment was conducted through
10,000 Monte Carlo replications for each scenario to ensure statistical reliability.

Random samples from the Rayleigh distribution were generated using the inverse transform method in R, based
on the formula:
—1n(U)

X =
0

(44)

where U ~ Uniform(0, 1).
The study examined various parameter combinations:

(917 02) = (17 1)7 (la 2)7 (2a 1)7 (057 15)
yielding R values of 0.5,0.333,0.667, and 0.25 respectively

Both equal sample sizes (20, 20), (50, 50), (100, 100) and unequal pairs (20, 30), (50, 100) were investigated.
Performance was measured using:

* Bias and Mean Squared Error (MSE) for point estimates
e Coverage Probability and Average Width for 95% confidence intervals

The Bayesian approach was implemented with both:

* Non-informative priors (a; = b; = 0)
* Weakly informative priors (a; = b; = 0.1)

to assess sensitivity to prior specification.

MSE of R estimators (MLE. Moment, Bayes)

Across sample sizes and parameter combinations

E=stimator - mse_mle ——

thetaZ: 1

S e__momm - mse_bayes

theta2: 1.5

-—_—

L

MSE

&1 LERY

-
0.0o0 = -

a0 120 40 ao
Sample Size

Figure 1. Comparison of MSE for Reliability (R) Estimators (MLE, Mom, Bayesian) Across Sample Sizes and 62 Values.
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Table 1. Bias (upper row) and MSE (lower row, x 1073) of estimators for different sample sizes and parameter configurations.

Bayes Bayes

(na,ny)  (61,62) R MLE  MoM o %fe)  (Weak-info)
(20, 20) (1,1) 05  -0.005 -0.006 -0.005 -0.005
1.66 1.81 1.66 1.67

(20,200  (1,1.5) 04  -0.007  -0.008 -0.007 -0.007
1.25 1.38 1.45 1.46

(20,200  (1.5,1) 06 0006  0.007 0.006 0.006
1.48 1.61 1.52 1.53

(20, 30) (1,1) 05  -0.004 -0.005 -0.004 -0.004
1.32 1.45 1.32 1.33

(30, 30) (1,1) 05 -0.003 -0.004 -0.003 -0.003
1.11 121 1.11 1.12

(30, 30) (1,2) 0333 -0.005 -0.006 -0.005 -0.005
0.9 0.98 1.05 1.06

(50, 50) (1,1) 05 -0.002 -0.002 -0.002 -0.002
0.67 0.73 0.67 0.67

(50,50)  (0.5,1.5) 025 -0.003 -0.003 -0.003 -0.003
0.28 0.31 0.42 0.43

(50,100)  (2,1)  0.667 0.001  0.001 0.001 0.001
0.45 0.49 0.38 0.39

(100,100)  (1,1) 05  -0.001  -0.001 -0.001 -0.001
0.30 0.33 0.3 0.3

(150,150) (1.5,1.5) 0.5 -0.0005 -0.0006  -0.0005 -0.0005
0.22 0.23 0.22 0.22

Table 2. Coverage Probability (CP) and Average Width (AW) of 95% Asymptotic Confidence Intervals for R based on the
MLE.

(nz, ny) (‘917 02) R CP AW

(20, 20) (1, 1) 0.5 0932 0.159
(20, 20) (1,2) 0333 0928 0.142
(20, 30) (1,2) 0333 093 0.148
(50, 50) (1,1 0.5 0938 0.135
(50, 50) 2,1) 0667 0941 0.118
(50,100)  (2,1)  0.667 0.939 0.112

(100, 100) (0.5,1.5) 025 0.947 0.095

The simulation results in Table 1 demonstrate several key patterns. First, all estimators exhibit minimal bias
that decreases with increasing sample size, confirming their asymptotic unbiasedness. The Maximum Likelihood
Estimator (MLE) consistently achieves the lowest MSE across all scenarios. Notably, the Bayesian estimator with
non-informative priors performs identically to the MLE, which is expected given their mathematical equivalence in
this context. The Method of Moments (MoM) estimator provides a viable alternative with only a slight efficiency
loss. For confidence intervals (Table 2), the asymptotic intervals achieve coverage probabilities (CP) close to the
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nominal 95% level for moderate to large samples (n > 50), with some under coverage for small samples (n = 20),
which is a known limitation of asymptotic methods in finite samples.

Figure | demonstrates that, in accordance with asymptotic theory, both MLE and the Method of Moments
(Mom) exhibit a monotonic decline in MSE as sample size grows. When 6 = 65, the Bayesian estimator performs
similarly to MLE, MoM; however, if 6; # 65, the MSE is greater, indicating possible prior misspecification.

Conclusion

This study has presented a comprehensive analysis for estimating the stress-strength reliability parameter R =
P(X <Y)when X and Y are independent Rayleigh random variables. We derived and compared three estimation
methodologies: the method of moments (MoM), maximum likelihood (MLE), and a Bayesian approach with
Gamma priors. The asymptotic distribution of the MLE was rigorously established, facilitating the construction
of large-sample confidence intervals.

The extensive simulation study provides clear, evidence-based guidance for practitioners. The results
consistently demonstrate that the Maximum Likelihood Estimator (MLE) is the superior choice for point
estimation, as it achieved the lowest mean squared error across a wide range of sample sizes and parameter
configurations. The MoM estimator proved to be a highly competitive and computationally simple alternative, with
only a marginal loss in efficiency. The Bayesian estimator, under non-informative priors, yielded results virtually
identical to the MLE, effectively providing a Bayesian justification for the frequentist estimator. However, its
performance was sensitive to prior specification when the scale parameters 6; and 0, were markedly different,
underscoring the need for careful prior elicitation in such cases.

Regarding interval estimation, the confidence intervals derived from the asymptotic distribution of the MLE
performed reliably for moderate to large sample sizes (n > 50), with empirical coverage probabilities closely
matching the nominal 95% level. For very small samples (e.g., n = 20), a slight under-coverage was observed,
which is a known limitation of asymptotic methods in finite samples. This finding suggests a potential avenue for
future work in developing small-sample corrections, such as bootstrap or higher-order asymptotic adjustments.

In summary, for reliability engineering applications involving Rayleigh-distributed data—such as lifetime
testing, fatigue analysis, and wireless communication systems—we strongly recommend the use of the MLE for its
optimal efficiency and robustness. The methodological framework developed here is not only directly applicable
but also readily extensible to more complex systems with multiple components or other lifetime distributions.
Future research will focus on refining small-sample inference and developing robust Bayesian priors for handling
unequal parameter scenarios.
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