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Abstract In this article, the Fuzzy Naive Bayes algorithm is presented. This algorithm integrates the classical
Naive Bayes model with fuzzy logic, in order to address the complex problem of semantic disambiguation in Arabic.
This task remains particularly challenging due to the morphological richness and lexical ambiguity of the Arabic
language. The approach adopted aims to model the uncertainty linked to the multiple possible interpretations of
a word in context by assigning each meaning a fuzzy degree of membership rather than a strict classification. The
evaluation of the algorithm was conducted on three distinct corpora, utilising lexical and syntactic features. The
performance obtained was systematically compared with that of the standard Naive Bayes model. The experimental
results demonstrate a substantial enhancement in terms of accuracy and robustness, underscoring the contribution
of fuzzy logic to the management of semantic uncertainties.
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1. Introduction

Natural language processing (NLP) [34] is a core area of artificial intelligence. The aim of this field is
to enable machines to understand, generate, and interact fluidly in human language. The objective of
this study is to establish a connection between human communication and computational interpretation
by emulating human linguistic capabilities in various domains, including text comprehension, machine
translation and human-machine interaction [36].

A fundamental challenge in natural language processing is word sense disambiguation (WSD) [37],
defined as the task of automatically identifying the correct meaning of a word with multiple meanings
based on its context of use. While this process is generally intuitive for humans, it remains extremely
complex for automatic systems. WSD has been shown to play a crucial role in a variety of applications,
including machine translation, information retrieval, text understanding and large generative models such
as large language models [38].

The challenge of this undertaking is further compounded when applied to morphologically complex
languages such as Arabic [29], which is characterised by nonconcatenative morphology, an orthography
devoid of explicit short vowels, and extensive dialectal variation [10, 12]. The Ambiguity in Arabic
can occur at several levels, including the syntactic, semantic and pronominal/anaphoric levels. Despite
considerable advances in WSD approaches for languages such as English, research in this field for Arabic
remains limited, primarily due to the paucity of annotated linguistic resources and accessible corpora.
Furthermore, despite substantial advancements in machine learning and artificial intelligence, including
deep learning, short-term learning, explainable A, etc [39, 58], these techniques necessitate substantial
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amounts of annotated data, which is not readily available for Arabic. This hinders their large scale
deployment.

From English to many other languages, such as Arabic, a variety of approaches to solving WSD problems
have been proposed [40]. These methodologies are predicated on rigorous mathematical models that aspire
to furnish precise decisions. However, human language is inherently vague and subjective, with meanings
contingent on context, individual interpretation, and cultural context. The inherent tension between the
pursuit of algorithmic precision and the presence of linguistic ambiguity has been identified as a significant
factor that impedes the efficacy of purely logical or statistical models [41]. This is the background to the
interest in fuzzy logic [16]. Proposed by Zadeh in 1965 [17], fuzzy logic makes it possible to represent
uncertainty, imprecision, and gradual reasoning, which are typical of human reasoning. In the context of
WSD, it offers an alternative framework for modelling degrees of membership of different senses, rather
than forcing a binary or exclusive classification. In recent years, a number of studies have demonstrated the
usefulness of this approach for overcoming the limitations of traditional methods and better representing
the uncertain nature of natural language.

The following proposal is put forward: a lexical disambiguation method based on the Fuzzy Naive Bayes
algorithm (FNB). This model synthesises the simplicity and probabilistic efficiency of the Naive Bayes
classifier [19] with the flexibility of fuzzy logic, with a view to more effectively managing the linguistic
complexity of Arabic. This integration has been demonstrated to enhance the system’s capacity to discern
the accurate meaning of a word in ambiguous contexts, thereby accounting for the vague and nuanced
nature of natural language.

The structure of the paper is as follows. Section 2 provides a brief review of the literature on the
use of the Naive Bayes classifier for WSD. Section 3 presents a background on the Arabic language and
fuzzy set theory, including fuzzy event probabilities and fuzzy clustering. This is followed in Section 4 by
the theoretical foundations of the main approach, covering both the Naive Bayes classifier and its fuzzy
version. Section 5 provides details of the methodology, including the data pre-processing and feature
extraction steps, followed by the use of word embeddings and fuzzy C-Means clustering (FCM) [20]. The
following sections are then devoted to an explanation of the training and disambiguation phases. The
experiments and the results are then discussed in Section 6, including a description of the dataset, the
experimental setup and the approach limitations. In conclusion, the final section of the study summarises
the results and puts forward a series of recommendations for future research.

2. Word Sense Disambiguation: From Naive Bayes to Fuzzy Logic

This section provides an overview of previous studies relevant to word sense disambiguation, with a focus
on two primary approaches. The first is a multilingual WSD algorithm based on the Naive Bayes model.
The second is the application of fuzzy logic techniques in natural language processing for WSD.

2.1. The multilingual WSD algorithm by Naive Bayes algorithm

The Naive Bayes classifier [19] has been used in much of the research on WSD. This simple yet powerful
probabilistic approach has proven its effectiveness, especially when enriched with relevant linguistic
features. The following is a summary of some representative contributions, grouped by language studied.
The English language:

Shimazu & Le (2005) [3] have shown that the integration of various linguistic features such as collocations,
syntactic dependencies, etc., enables the Naive Bayes classifier to achieve high accuracy. Their pioneering
study highlighted the importance of enriching linguistic representations to improve lexical disambiguation
performance.

More recently, Abraham et al. (2024) [1] developed a Naive Bayes-based system to disambiguate
ambiguous words in English. Their model relies on collocational feature extraction to predict the
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grammatical category of words (noun, verb, adjective, adverb). The system achieves satisfactory
performance with an Fl-measure of 78%.

The Arabic language:
Elmougy et al. (2008) [4] proposed an Arabic word disambiguation method based on the rootization
algorithm and the Naive Bayes classifier. Their approach focuses on resolving non-diacritical word
ambiguities, which is a common problem in Arabic due to the absence of diacritics in many digital
documents.
Eid et al. (2010) [6], although focused on the Rocchio classifier, provide a relevant comparative analysis
with Naive Bayes, using an Arabic lexical dataset. Their study highlights the strengths and limitations
of supervised approaches.
Merhben et al. (2012) [7] conducted an experimental evaluation of several WSD techniques for Arabic,
including Naive Bayes algorithm, decision list, and k-nearest neighbour. They emphasize the difficulties
induced by the morphological richness of the language.
Hadni et al. (2016) [8] proposed a word disambiguation method to improve the categorisation of Arabic
texts. Their approach uses Naive Bayes and relies on the use of external resources, such as Arabic
WordNet and WordNet, to combine semantic relations in the same local context. The results show that
the application of this method significantly improves the performance of the categorisation system.

The Hindi language:
Singh et al. (2014) [9] used the Naive Bayes classifier for word disambiguation (WSD) in Hindi using eleven
features, including local context, collocations, unordered word lists, nouns and vibhaktis. Experimental
results showed that the addition of enriched features significantly improved the accuracy of the model,
reaching 86.11% for nouns after applying morphology, compared to 77.52% for unordered word lists.
These studies demonstrate that Naive Bayes remains a robust and flexible baseline for WSD. It offers
a straightforward yet effective probabilistic framework that can handle multilingual data and deliver
competitive performance, despite its independence assumptions.

2.2. Fuzzy Logic in NLP and its Use in WSD

Beyond probabilistic models, a substantial body of research has explored the use of fuzzy logic to address
the ambiguity and gradience inherent in natural language. Early foundational work showed that fuzzy
set theory offers a systematic approach to modelling linguistic semantics, facilitating the interpretation of
vague lexical units such as nouns, adjectives, adverbs and conjunctions [62]. More recent surveys confirm
the increasing use of fuzzy theories in NLP tasks, emphasising their capacity to quantify conceptual
vagueness in issues related to cognition, translation and semantic comprehension [64, 63]. Within the
specific domain of WSD, fuzzy logic has been applied through multiple paradigms, including fuzzy
inference systems, fuzzy graphs, fuzzy semantic similarity, and fuzzy clustering techniques. Several studies
have shown that fuzzy modelling can enhance sense induction and disambiguation by representing senses
as linguistic variables and assigning graded memberships to possible interpretations [65, 66]. Fuzzy graphs
have been used to weight semantic relations in WordNet according to their importance, thereby improving
the identification of intended meanings [67]. Extended fuzzy WordNets have also demonstrated superior
performance in Hindi WSD through fuzzy relation composition and graph connectivity measures [68].
Other studies use fuzzifiers, fuzzy classifiers and fuzzy similarity models to address lexical ambiguity in
morphologically rich languages such as Arabic [69] and Hindi, employing high-dimensional contextual
representations combined with Fuzzy C-Means clustering [70]. Further work demonstrates that fuzzy
clustering of semantic features can effectively reveal latent meanings in complex web documents and
facilitate soft semantic categorisation, thereby reinforcing the importance of fuzzy approaches for sense
discrimination [71]. Collectively, these contributions confirm that fuzzy logic is an effective way of
modelling uncertainty and capturing nuanced semantic relations. This makes it a powerful alternative
to, or complement for, classical statistical and machine learning methods in WSD.
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3. Background: Arabic language and Fuzzy set theory

In this section, we review the foundational concepts and definitions necessary to understand the proposed
approach.

We provide an overview of the key characteristics of the Arabic language [10], emphasizing its
morphological richness and the challenges it poses for natural language processing tasks [25]. Furthermore,
we introduce the principles of fuzzy set theory [14], which serve as the basis for handling the inherent
uncertainty and ambiguity in word sense disambiguation. These preliminary insights, definitions, and
relevant results establish the theoretical framework for this article.

3.1. Arabic language

Arabic is one of the oldest Semitic languages in the world. This language is both difficult and interesting.
It is interesting because of its history, the strategic importance of its people and the region they occupy,
and its cultural and literary heritage. It also represents a challenge because of its complex linguistic
structure [11].

The Arabic language has three main varieties:

1. Classical Arabic language (CLA) is used in religious texts and in many ancient Arabic manuscripts.

2. Modern Standard Arabic (MSA) is the language of formal communication understood by the
majority of Arabic speakers and is commonly used on the radio, in newspapers, and on television.

3. Dialectal or colloquial Arabic is used in everyday conversation and, more recently, on television and
radio.

In Arabic, in MSA, and also in CLA, there are two main types of sentence: a verbal sentence (the
sentence begins with a verb) and a noun sentence (the sentence begins with a noun) [12].
Sentence structure analysis in Arabic is considered the most complex because of the flexibility of word
order, morphological complexity, the fact that Arabic is a clitic or clitic-directed language (Arabic words
are derived), the omission of diacritics, the frequent production of homographs of words with or without
the same pronunciation, and the fact that Arabic is a pro-drop language. In short, this complexity is
due to the following aspects, which are morphological, spelling, dialects, short vowels and word order.
For these reasons, Arabic is an ambiguous language. There are two main levels of Arabic ambiguity:
homograph and polysemy.
- Homographs are words that have the same spelling but different meanings.
- Polysemy is the association of one word with more than one meaning.
Ambiguity in Arabic can be also present in other levels, such as internal word structure ambiguity,
syntactic ambiguity, semantic ambiguity, constituent boundary ambiguity, and anaphoric ambiguity [13].
Research in Arabic WSD is very limited due to the lack of resources available, such as corpora, dictionaries,
and datasets suitable for computing tasks [29].

3.2. Fuzzy Set Theory

The foundations of fuzzy logic have evolved significantly since its inception, leading to a substantial
expansion in its applications and a growing influence on the basic sciences. From artificial intelligence to
control systems, fuzzy logic has proven to be an indispensable tool for modeling complex systems and
decision-making processes [15].

Fuzzy logic was introduced in the 1960s by Dr. Lotfi Zadeh [17] as an extension of classical logic. It is
fundamentally based on the concept of fuzzy sets, which generalises the notion of classical (crisp) sets.
Unlike traditional binary logic, which operates on absolute true or false values (1 or 0), fuzzy logic is
grounded in the idea of ”degrees of truth.” Objects in fuzzy logic can belong to multiple subsets with
varying degrees of membership, represented as values in the interval [0, 1]. This allows fuzzy logic to model
uncertainty and vagueness in a way that closely mirrors human perception and reasoning.
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3.2.1. Fuzzy Set: Zadeh defines a fuzzy set as one in which membership is determined by a graded
characteristic function. This function assigns each object a degree of membership, reflecting the degree to
which the object belongs to the set. This approach enables nuanced representation of uncertainty, where
membership is not binary but continuous [14].

Formally, a fuzzy subset F' of a reference set X is characterized by a membership function o that
associates with each element x € X a membership degree op(z) € [0,1]. This is expressed as:

Vr € X,(TF(.%) S [0,1]

Here, the value of o (z) represents the degree to which the element x belongs to the fuzzy subset F. For
instance, in a fuzzy set representing “tall people,” the membership function might assign higher values
to taller individuals and lower values to shorter ones, reflecting a gradual transition rather than a sharp
boundary.

The flexibility of fuzzy sets and their ability to handle imprecise data make them an invaluable tool in
various domains, including decision-making systems, control theory, and natural language processing.

3.2.2. Type of membership function: The membership functions are curves that represent the degree to
which an element belongs to a fuzzy set. The most common shapes include triangular and trapezoidal
functions, which are simple, easy to interpret, and ideal when the boundaries between categories are
approximately linear. Gaussian and bell-shaped functions offer smoother transitions while remaining
suitable when the boundaries can be approximated linearly around the core of the distribution. Conversely,
sigmoid functions are well-suited to gradual or asymmetrical transitions, especially when the boundaries
between categories, though not rigid, exhibit a predominantly linear trend[59].

These functions are of fundamental importance, insofar as they determine how data is represented,
weighted and interpreted in a fuzzy system. A satisfactory definition of these curves facilitates the
accurate capture of uncertainty, the modelling of the fuzzy boundaries between classes and the substantial
enhancement of the quality of classification and fuzzy reasoning.

3.3. Probability of fuzzy event

The concept of the probability of a fuzzy event was introduced by Zadeh in [42], extending the classical
probability framework to incorporate fuzzy sets. This approach allows the probabilistic evaluation of
events with imprecise boundaries, combining the ideas of fuzzy logic and traditional probability.

Formally, let B be a o-field of Borel subsets in R™ and P be a probability measure over the space 2. Let
Z be a fuzzy event in B. Thus, the probability of Z can be expressed as a Lebesgue-Sieltjes integral [43]:

P2)- [ R / . pal@)dP = B (uz) (1)

where pz(x) represents the membership function of the fuzzy set Z.
Thus, the probability of a fuzzy event Z is defined as the mathematical expectation of its membership
function. This can also be expressed in terms of the probability density function P(x) as:

P2)= [ uzle)Pla)is (2)

This formulation bridges the gap between fuzzy logic and probability theory, enabling the modeling of
events with uncertainty both in their definitions and outcomes.

3.4. Fuzzy clustering

Clustering is the process of grouping the data into classes or clusters. Clustering methods can be broadly
divided into two categories: hierarchical methods (creates a hierarchy of clusters by merging or splitting
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them based on similarity measures) and partitioning methods (divides data into several disjoin subsets),
and the latter can itself be divided into two groups: hard clustering and soft clustering. The hard clustering
is where each element belongs to only one cluster, while the soft clustering is where each element belongs
in more than one cluster.

Fuzzy clustering [18] is a soft clustering method that has gained popularity for data analysis. In fuzzy
clustering, each data point can belong to multiple clusters, with a set of membership coefficients indicating
the degree of association with each cluster. Among the most widely used methods is fuzzy c-means, which
generalizes the well-known k-means algorithm.

4. Theoretical Foundation of the Main Approach

This section provides the theoretical underpinnings of the approach utilised in this study. It outlines the
key principles that form the basis for our methodology. By examining the theoretical framework in depth,
we aim to establish a clear understanding of the core concepts and their relevance to solving the problem
at hand. The goal is to ensure that the reader grasps the rationale behind the chosen approach and its
theoretical advantages, which guide the subsequent implementation and experiments.

4.1. Naive bayes algorithm

The Naive Bayes (NB) algorithm is one of the most commonly employed supervised classification
algorithms, utilized across diverse fields, particularly in NLP, where it is extensively applied for text
classification tasks involving high-dimensional training datasets [19].

The NB classifier is a straightforward probabilistic-based classifier, founded on Bayes’ theorem.
Formally, let the sample space Q ={1,...,C} where C is the total number of classes. Let X =
{X1,Xo,...,X,} a random vector of data and w;,7 € € is the class in space of decision for the vector X.
So, the probability of the class w;, given the vector X, can be estimated using the Bayes Theorem:

P (X | wi) P (w;)
P(X) ®)

P(wi|X):

In informal terms, this can be written as follows:

likelihood x prior

posterior = -
evidence
Such that: — P (w; | X): the posterior probability, i.e., the probability that the class is w; given the
observed data X.
— P (X | w;): the likelhood , i.e., the probability of observing the data X assuming that the
class is w;.
— P (w;): the prior, i.e., the initial probability of class w;, independent of the data.
— P(X): the evidence, i.e., the total probability of observing the data X, across all possible

classes.
The NB algorithm assumes that all X;, i =1,...,n, are independent of each other, so we have:
_ P(Xl,XQ,...,Xn | U}Z>P(U)Z)
. n (4)
= gp(wi)kli[lp(Xk | wi)

C n
Such that: S =Y P(w;) [[ P (Xk | wi)
i=1 k=1

Since S acts as a normalization constant, it ensures that probabilities sum to one. However, it is not
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required for the classification decision since it cancels out when comparing probabilities across classes.
Therefore, S is a constant (scale factor), and we can dispense with it. The probability P (w; | X) is
therefore given by :

P(w; | X) H (X | w;) (5)
The assessment rule for the Naive Bayes Network is given by:
"Select class w; for the vector X if P (w; | X) > P (w; | X) foralli#j i,jeQ”

In the context of Arabic WSD, the NB algorithm is used to predict the sense of an ambiguous word based
on features extracted from the context. In other words, it is used to calculate the conditional probabilities
of the different meanings of an ambiguous word, based on features extracted from its context. It then
ranks the senses according to the highest probability, based on the assumption of feature independence,
which simplifies its implementation and calculations [1].

The NB algorithm is presented as follows: let v the ambiguous word, SN.S = {snsy, ..., sns;} be the set
of word senses and ® = {¢1, ..., i } be the set of features.

We look to determine the appropriate sense of the ambiguous word in the context, i.e., the correct sense
is snsy, such that P (snsy | ®) > P(snsy | ®) for sns; # snsy, and snsy, snskg € SNS.

We will use the logarithm to make the computation simpler. Then we try to assign v to the sense sns;
where:

snsy = argmax (log (P (® | snsy)) + log (P (snsy))) (6)
snsyESNS

K
With the NB assumption: P (® | snsy) = [ P (¢ | snsy), so snsy can be rewritten as:

k=1
K

sns; = argmax Zlog (¢r | snsy)) + log (P (snsy)) (7)
snsyESNS =1

By applying this approach, we can effectively predict the most likely sense of the ambiguous word based
on its contextual features, making the NB algorithm a powerful tool for WSD in NLP.

4.2. Fuzzy Naive Bayes

The Fuzzy Naive Bayes algorithm [44] is grounded in Zadeh’s definition of the probability of fuzzy events
[42]. By applying this principle, a formal methodology for FNB can be derived, particularly useful for
AWSD in our case, where the goal is to identify the correct sense of an ambiguous word in a given context.

Formally, from the equation 2 and 4 and under the assumption that each feature ¢ is conditionally
independent of every other feature ¢y, for all k # | < K, the Fuzzy Naive Bayes algorithm can be expressed
as:

(sns;) (tsns, (Dk o | sns;

P(STLS,L' |¢1a¢27"'7¢K) Hk ! Sn;( ) ( ‘ Z))
Once again, to simplify calculations and avoid numerical issues associated with handling very small
probability products, we will use the logarithm. This allows us to transform products into sums, making
computations more stable and faster to execute. Thus, the original expression of the FNB becomes:

log (P (sns; | ¢1, 02, ...,0K)) =log(1/S) + log P (sns;)

- (8)
+ ) (10g (jtons, (#1)) +log (P (dx\snsy)))

k=1
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As in the NB method, the parameters for P (¢\sns;) and pgn,s, (o) are learned from the data. Again,
S is a scale factor, and it is not necessary to be computed in the classification rule for FNB.
The FNB classification for AWSD can be expressed as:

K
snsy = argmax (Z (log P (sns;) +1og (pisns; (¢x)) + log (P (gf)k\snsi)))) (9)

snsyESNS =1

such that :

o Membership Function (ps,s,(¢x)): Determines the degree of association between the ambiguous
word v (in a given sense sns;) and the contextual feature ¢y.

e Probability Terms:
— P(sns;): Prior probability of the sense sns;, which could be derived from a corpus or linguistic
knowledge.
— P(¢r\sns;): Likelihood of the contextual feature ¢, occurring given the sense sns;

In practice, to calculate the membership value, we will refer to FCM. The membership values derived
from FCM serve as a critical component in our hybrid methodology. These values capture the degree
of association between a given context and potential word senses, reflecting the inherent fuzziness in
natural language. By integrating this information into the probabilistic framework of Naive Bayes, we
enhance its ability to handle ambiguity and uncertainty effectively.

Our methodology for Arabic word sense disambiguation leverages a hybrid approach, fusing Naive
Bayes and Fuzzy C-Means classification techniques. With the inherent ambiguity present in language,
this combination allows us to navigate the complexities of determining the correct sense of a word
within its context. Naive Bayes, known for its simplicity and effectiveness in probabilistic classification,
provides a solid foundation for initial classification. Fuzzy C-Means, on the other hand, accommodates
the nuanced and often overlapping boundaries between word senses, offering a more flexible framework
for clustering and classification. By synergizing these methods, we aim to achieve a more robust and
accurate disambiguation process. Our evaluation will compare the performance of this hybrid approach
against that of Naive Bayes alone, aiming to identify the most effective strategy for resolving word sense
ambiguity. Ultimately, our goal is to contribute to the advancement of natural language understanding
and semantic analysis in this language.

5. Proposed approach

In this section, we present the description of our method for WSD of target words and explain how the
most appropriate sense for a target word in a given sentence is determined using FNB algorithm. The
proposed method combines the probabilistic framework of Naive Bayes with fuzzy logic to handle the
inherent ambiguity and overlapping boundaries between word senses.

The process begins with a series of preprocessing steps [22]. These steps prepare the input data and
convert them into numerical representations suitable for further analysis. Contextual features [2], such as
surrounding words and POS tags [24], are extracted to provide meaningful context for the disambiguation
task. The membership values, representing the degree of association between each context feature and
the potential senses of the target word, are calculated using the FCM clustering algorithm [21]. These
values allow for a soft clustering approach, enabling a word to belong to multiple sense clusters with
varying degrees of membership. The FNB algorithm then uses these membership values, along with prior
probabilities and likelihoods derived from the data, to apply a probabilistic classification rule. This hybrid
approach ensures a robust determination of the most likely sense for the target word.
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The main framework of our method, as shown in Figure 1, integrates these steps into a cohesive
pipeline, demonstrating the synergy between fuzzy logic and probabilistic models in addressing word
sense ambiguity.

5.1. Data preprocessing:

Preprocessing is a crucial and foundational task in NLP as it directly impacts the quality and performance
of downstream tasks [22]. Text data often contains various special formats such as numbers, dates,
punctuation marks, and other non-textual elements. These formats can introduce noise or variability
that may affect the effectiveness of the NLP models. Preprocessing involves cleaning and standardizing
the data, which may include tasks such as tokenization, lowercasing, removing or normalizing special
characters, handling stop words, and converting numerical or date formats into a more interpretable
structure. This step ensures that the input data is consistent and suitable for further processing, enabling
the model to focus on the relevant linguistic patterns and improve overall accuracy [23].

The preprocessing step in our case comprises the following: Normalization, Removing Stop Words,
Tokenization, and Stemming. In Arabic, stemming is particularly challenging due to the language’s
rich and complex morphology, characterized by extensive inflectional and derivational variations [30].
To address this complexity, several stemming algorithms are employed, which can be broadly categorized
into four types: Light Stemmer [45], Rule-Based Stemmer [45], Statistical Stemmer [46], and Artificial
Intelligence Approaches [47].

This robust preprocessing framework ensures that the input data are clean, consistent, and suitable for
accurate WSD in Arabic, addressing the challenges posed by the language’s inherent complexity [35].

5.2. Feature extraction and selection:

The main aim of feature extraction is to transform text of any structure into a list of meaningful keywords
or features that can be effectively utilized in supervised learning tasks. Feature extraction is a critical step
in text analysis, as it enables the identification of relevant patterns and relationships within the data.

For the Arabic language, various features are commonly considered due to its rich morphological
structure and complex syntax. These include morphological features, lexical statistical features, semantic
features, and syntactic features. Each of these captures a unique aspect of the language, contributing to
a more comprehensive representation of the text.

This paper focuses on two specific approaches to feature extraction: surrounding Words, i.e. the local
collocation and part-of-speech tags [24].

By focusing on these features, the proposed approach aims to leverage both lexical and syntactic
information to enhance the accuracy and robustness of AWSD.

5.3. Word embedding

Word embedding [26] represents a significant advancement in the field of automatic natural language
processing. The methodology under discussion involves the representation of each word by a vector of real
numbers in a multidimensional space, with the aim of capturing its syntactic and semantic relationships
with other words. This process involves the transformation of raw text into a digital format suitable for
utilisation by learning models. Word2Vec is considered to be one of the most well-known methods, and
has been established as a benchmark since 2013 [48], despite the fact that the concept was introduced as
early as 2003 [49]. Word2Vec [50] is predicated on self-supervised learning, a process which automatically
generates meaningful vector representations from unlabelled text. The employment of this representation
facilitates enhanced comprehension of the contextual affinities among words, thereby augmenting the
efficacy of numerous NLP operations. Word2Vec employs two complementary architectures that learn
contextual relationships between words from their co-occurrence in a large corpus [50].
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5.4. Fuzzy C-Means Clustering

The primary objective of employing the FCM clustering [21] algorithm in this context is to compute the
membership degrees of each word within a multidimensional feature space. These words have already
undergone a transformation into numerical representations through the word embedding process, where
each word is encoded as a high-dimensional vector capturing its semantic and syntactic properties. FCM
is particularly good at carrying out this role, as it matches the fuzzy linguistic character in that a word
might belong partially to more than one semantic set or category rather than being exclusively dedicated
to a single one. FCM’s operation is most useful for activities like Arabic WSD, in that uncertainty and
situational subtleties always lead to sets of overlapping word senses.

By calculating membership values, FCM maps every word to a set of numbers that express the degree
to which it belongs to different clusters, thus giving its context and meaning a probabilistic interpretation.
Such degrees can serve as input for further processes, with linguistic relations being more suitably modeled
and disambiguations being achieved more successfully.

The membership value can be achieved through the minimization of the following function:

To(8,8) = > (o) llve = 6e]® (10)

t=1 k=1

With — V' = (v1,ve,...,v,) represents the dataset, with v; denoting the i-th data point.
— A = (61,0,...,0.) are the centroids of the clusters, with & is the k' cluster center.
— X = (0tk),,x. 15 a fuzzy partition matrix, with oy, € [0, 1] is the membership degree of data point
vy to the fuzzy cluster k.
— |log — 8k is the Euclidean norm between v; and d; [61].
— p > 1 is the fuzziness parameter. p is used to control the fuzzy degree of membership of each
data. A higher p increases the fuzziness, while a lower p reduces it.
To minimize the objective function in Equation 10, we need to iteratively calculate the optimal values of
A and X.
Before starting the optimization, the following parameters need to be set:
— p : The fuzziness parameter, which determines the level of cluster overlap;
— ¢ : the tolerance value, which sets the convergence threshold for stopping the algorithm;
— max _ Iter : The maximum number of iterations allowed during optimization;
— ¢ : the number of cluster to be generated.
After initialising the required parameters, we proceed to the main steps of the algorithm:

e Step 1. Initialise oy, membership degrees by random values in [0, 1] so that it verifies the following
condition:

ow=1vt=1,...,n (11)
k=1
e Step 2. Calculate the centres of the cluster using the following expression :

_ D1 Ot
D1 Ol

o Step 3. Update X the membership matrix so that it satisfies the constraint (11) by the expression:

S k=1,2,... . c (12)

1
O = —,t=1,...,n and k=1,...,c (13)

” —
(nvt—akn) P
=3,
N\ Toe=a.]

z=

Steps 2 and 3 are repeated until the number of iterations reaches max _ Iter or the difference between
the current membership matrix and the previous membership matrix becomes less than the tolerance
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value €.

However, subsequent to the optimisation stage, the algorithm progresses to a process of cluster validation.
The objective of this stage is twofold: firstly, to ascertain the optimal number of clusters, ¢, and secondly, to
determine the fuzzification coefficient, m. In addition, this stage enables an assessment of the compactness
and separation of the clusters. The Xie and Beni index (XB) [60] is a particularly widespread index that is
utilised in a variety of contexts. It is a multifaceted index that incorporates both membership degrees and
data structure to calculate intra-cluster compactness and inter-cluster separation. A superior partition is
characterised by low compactness and high separation, and the optimal value of the index corresponding
to its minimum facilitates the identification of the optimal number of clusters and fuzzification coefficient.

5.5. Training and Disambiguation Phases

The two primary phases of the AWSD process are delineated in this section: the training phase and the
disambiguation phase. During the training phase, the system employs an annotated corpus to learn the
relationships between linguistic contexts and the possible meanings of an ambiguous word. In particular,
it calculates the membership degrees, the prior probabilities of senses and the probability of contextual
feature. Utilising this accumulated knowledge, the system subsequently engages the disambiguation phase
algorithm during its analysis of a new, unlabelled context. This process entails the combination of
the elements learned to identify the most likely meaning of the target word, thus facilitating effective
automation.

5.5.1. The Training Phase: The training phase constitutes the preparatory stage, during which the system
acquires the capacity to associate linguistic contexts with the appropriate senses of an ambiguous word.
The algorithm extracts contextual features (surrounding words and POS tags) from an annotated corpus
and calculates the membership values of the association between an ambiguous word (in a given sense)
and the contextual feature, the prior probabilities of the senses, and the likelihood of the contextual
feature occurring given the sense. The amalgamation of these elements constitutes the knowledge base
on which the subsequent disambiguation phase is to be based.

In order to calculate the aforementioned values, it is necessary to follow the steps described below, which
detail the training phase process.

1. For all senses sns; of the target word w :

- Use FCM algorithm to calculate the membership values ps, _, (¢r) for all contextual features
Pk
2. For all contextual features ¢ in the corpus:

- Compute the likelihood:

Weighted frequency of in sns;
P (6 | sns;) = ghtec Treduency of o

Total weighted frequency of all features in sns;

3. For all senses sns; of an ambiguous word w :

- Compute the prior probability:

Number of occurrences of sns;
P (sns;) =

Total number of senses

The weighted frequency is a frequency measure that incorporates the importance or weight of each
instance, as opposed to the more rudimentary approach of raw, unweighted frequency measurement. It
provides a methodology for accounting for the relative contribution or significance of individual features
in a given context.

The weighted frequency of a feature ¢y, for a particular sense sns; is a weighted sum of the contributions
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of ¢, determined by its membership degree pigns, () to the sense sns;.

If we consider several occurrences of ¢, with different degrees of membership in the sense sns;, the
weighted frequency can be calculated as follows:

Weighted frequency of ¢y, in sns; = 27 psns, ((é,(cj )>
Where:

e n is the total number of occurrences of ¢, in the dataset.

* [sns; < ?) is the membership degree of the j* occurrence of ¢ to the sense sns;.
5.5.2. The Disambiguation Phase: Once the model has been trained, it can now be applied to the
disambiguation of a word in a given context on the basis of the FNB expression 9. The disambiguation
phase involves using the elements calculated during the learning phase to predict the most likely meaning
in a new context.
The following steps must be taken in order to calculate the scores. These steps describe the process of
disambiguation.

1. For all senses sns; of the target word w :
- Initialize score (sns;) = log P (sns;).
2. For all contextual features ¢, in the context window c :

- Update the score:
score (sns;) = score (sns;) + 10g psns, (dr) + log P (¢r | sns;)

3. Select the most appropriate sense sns;« :

- Choose sns;~ that maximizes the score:

sns;= = arg max score (sns;)
sns;ESNS

6. Experiments and Results

6.1. Dataset

The objective of this study is to evaluate the performance and accuracy of our proposed approach. To
achieve this aim, the approach is applied to three separate datasets containing Arabic language data.

- The first dataset under consideration is a manually annotated corpus comprising 40 occurrences of
the polysemous Arabic word ”g«.“ The sentences were selected from literary and journalistic texts, then

annotated according to strict guidelines aimed at identifying the correct meaning of the word based solely
on context. The lexical entry is supported by a balanced reference corpus, with each meaning represented
by five examples, accompanied by a sentence illustrating the actual usage of the word. This facilitates
the study of the disambiguation of the word ”fk“' Figure 2 illustrates an excerpt from the first dataset.

- The second dataset consists of 40 children’s stories collected from various online platforms. The
text contains 40 ambiguous words, each of which appears in nine different contexts, resulting in a total
of 360 annotated sentences. The annotation was conducted manually, employing the Arabic WordNet
lexical database to select the most suitable synset for each word, based on its context of appearance. The
established guidelines were applied rigorously, thus ensuring consistency in the annotated meanings and
avoiding any subjective interpretations not grounded in context.
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- The third dataset is the reference corpus proposed by S. Kaddoura et al. [28]. The corpus comprises
3,670 annotated examples covering 367 meanings belonging to 100 polysemous Arabic words. Each
meaning is illustrated by 10 contextual occurrences. The corpus was constructed according to a rigorous
linguistic protocol, including the following: manual annotation by Arabic-speaking experts; double
validation; and systematic arbitration. These measures were implemented to ensure the highest possible
quality and inter-annotator consistency. This particular dataset is widely regarded as one of the most
comprehensive corpora for lexical disambiguation in Arabic.

For each dataset, a data separation strategy was implemented, utilising an 80/20 division, where 80%
of instances were allocated for training and 20% for testing. This division was implemented with the
objective of ensuring the complete prevention of data leakage, i.e. ensuring that no information from the
test set is utilised during the learning process or parameter tuning. This strategy ensures a reliable and
impartial evaluation of the model’s performance on data with which it has no prior experience.

ID Word Meaning Sentence
3 ale Al ol agdll (A8 ) Ll o el il s ae) aais
7 ale Ao ) A4 gl (438 gadl g ¥Slall e ey o ) alall

12 ale duaadd| 4 ) daa i 5 elanil e L e i) ale 2o

17 e shgd il st 5 0l sl ey gl alal

Figure 2. Extract from the first dataset

6.2. Experimental Setup

To evaluate our model, we implemented the steps depicted in Figure 1, and compared it with the Naive
Bayes algorithm based on evaluation metrics [51].
We started with the most important step that directly affects the performance of machine learning
methods, which is the preprocessing step.
Table 1 gives an example of the preprocessing steps of the sentence:
Pty €Y Ol e 1 ey (ld b e s sl e LT Y daky b 08 ) 3 Wl L4

(Haram is still haram even if everyone else is doing it, don’t compromise your principles and let go of
them. You will be held accountable on your own, so do as you are commanded, not as you wish) used in
our approach. In the stemming step, several Arabic stemming algorithms were evaluated, including the
Farasa [52], Tashaphyne [31], ISRI [32], Snowball [53], and CAMel [33] stemmers.

For POS tagging, we have employed Farasa’s tagging algorithm, which is part of the Farasa toolbox,
a complete suite for Arabic language processing, and is used to perform tasks such as POS tagging,
diacritization, named entity recognition, etc. The utilisation of the POS feature within Arabic WSD
systems has been employed by numerous researchers [29], demonstrating its efficacy . The POS of an
ambiguous word, as well as the POS of its surrounding words, must be taken into consideration when
undertaking sense disambiguation. The performance of the Arabic WSD system is also impacted by the
dimensions of the window. In the present experiment, two window sizes were utilised to represent the
surrounding word features: 2 and 5 (S.W.1o and S.W..5). Each of these was associated with its POS
properties (POSys and POSys).

For the word embedding step, the utilisation of a pre-trained model, specifically AraVec [27], is
imperative. AraVec signifies a pre-trained set of word embedding models that have been meticulously
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Table 1. Example of preprocessing steps.

Methods Results

Sentence Ses sl o djl:fx? N calady @L.\ oK )l é;.t\f. du {"}\”>@

Qs €Y S el 1 iy (il b o

Normalization Sles sl o 3T Y e G}"\ 56 ) P bl ~ ui“u r\}‘
St BN O E el 1) Sy il D e

TOkeniZatiOn lf’, ,d)t:\:,, IY}7 ,A&‘;J:, ,eﬁf", }OK;’ ))}7 ’é",, ’Lﬁ‘f’, ,L;‘-:,, ’r\}\’,
7517 ’rj;'vﬂ‘,, !‘Jy7 ’ﬂu\bj,, !wg’7 !L'}ﬂ)7 }N;"7 ,C‘JGJ’ , ’C‘J:JL:A’,

P I [V S R IN L )
V"“.)7g7yvu‘/\7

Stop words removing Tl e’ Tkl TR, T e, ’é}-,\’, Ll A ’(-\JA.\’,
!g;?-sz ’Q‘/‘,7 ,rilw‘,7 )iS-\,}),

Stemming 3 ey )
)

!/‘!7 !rux7 ’JD_),, ) ] )7 ’CJ_}’ , !"\3!7 !JJ,:), ’J’é,, r@)7 &7 rf

) . )
—))

developed for the Arabic language. The model is based on the Word2Vec algorithm, but adapted to the
morphological and syntactic specificities of Arabic (aravec/full grams cbow 300 wikipedia).

The embedding vectors obtained are then sent to the FCM clustering algorithm, which organises the
contextual instances into a predefined number of clusters ¢, corresponding directly to the number of
possible meanings of the ambiguous word. The initial search range for the fuzzy coefficient p is set to
[1.1,5], in accordance with recommendations from previous work [60], and its optimal value is determined
using the XB index, as demonstrated in Table 2.

The convergence threshold, designated as ¢ = 1075, is employed to ensure the precise stabilisation of the
membership matrix (for the three datasets). This low value guarantees that the algorithm ceases operation
only when successive updates become negligible, thereby circumventing unstable clusters or oscillations
in the final iterations. The combination of these parameters is intended to ensure a robust and consistent
fuzzy partition.

Upon completion of the optimisation process, the FCM generates a membership matrix, which expresses
the degree of association for each instance with each of the possible meanings.

Finally, a Fuzzy Naive Bayes classifier is formed using the features and membership values to calculate

the most probable meaning of the ambiguous word in each sentence.
In this step, we use the smoothing technique [54, 55], which is a method that tries to estimate a probability
distribution that is close to the one we expect to find in the stored data. In our case, Arabic WSD, we use
smoothing. In order to avoid the effects of zero counts when estimating the conditional probabilities of the
model, a very simple smoothing technique proposed by [56, 57] was used in this experiment. It consists
of replacing the zero counts of P(®|SNS) by P(SNS)/n, where n is the number of training samples.
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Fuzziness parameterDataset First dataset | Second dataset | Third dataset
p=15 0.92 1.04 1.21
p=2 0.68 0.73 1.05
p=25 0.79 0.88 0.69
p=3 0.94 0.97 0.83
p=35 1.12 1.15 0.96
p=4 1.28 1.33 1.15
p=45 1.47 1.52 1.32
pP=5 1.63 1.69 1.48

Table 2. Optimal values of the fuzziness parameter p determined by XB index

6.3. Result and Discussion

In this section, we analyse and discuss the results obtained by applying our Arabic WSD approach to
different datasets. This analysis covers several aspects, including the study of cases of incorrect predictions,
the impact of the use of different stemming algorithms on the accuracy of the model, and the evolution
of the performance according to the parameters and characteristics of the datasets used.

The purpose of this discussion is to highlight the strengths and limitations of the proposed approach
and to identify the factors that have a significant impact on its performance.

Table 3 presents a number of examples of incorrect predictions resulting from the application of our
lexical disambiguation method. These cases have been chosen to illustrate situations where the proposed
approach has difficulty in correctly identifying the meaning of the ambiguous word according to its context.

In the first example, the ambiguous word el is used in a sentence with a metaphorical register to
express a feeling of emotional shock caused by an unexpected departure. The system predicted the meaning

sbe s (shocking news), whereas the expected meaning was s $ & (strong lightning). This confusion can
be explained by the fact that in a strong emotional context, certain words acquire figurative connotations
that can steer the system towards emotional rather than literal meanings. However, in the absence of
explicit recognition of the metaphorical register or emotional indicators, the model remains limited to
immediate contextual co-occurrence, which encourages this error.

In the second example, the word _p» ~ was predicted in its literal sense of a bell when used as a warning
signal (,14)). Although the context words contain temporal cues and terms related to urgency (daelW! 3,
: time of storm), the semantic similarity between bell and warning was not properly exploited by the
model. This highlights a common limitation of systems based solely on contextual feature vectors: the
inability to capture the pragmatic and functional relationships between concepts.

Similarly, for the word CZL’ the system predicted the meaning of Cla as C:L (character/attitude) when

the expected meaning was (y ~V! g o j‘ls ple (indifference or insensitivity). This error reveals a lack of
consideration of causal and emotional relationships in contextual analysis. The sentence appeals to an
implicit logic in which an individual’s insensitivity to the emotions of others reflects their character, but
the system, focusing on direct lexical co-occurrences, was unable to infer this implicit link.

The example of the word Aze, which has several meanings (period, collar, contract...), was misinterpreted
in a geopolitical context, where it refers to a decade (&lyw e ). The system produced scattered
predictions, reflecting a structural ambiguity exacerbated by the polysemous richness of this term
in Arabic. This highlights the importance of incorporating specialised contextual knowledge or
disambiguation models based on enriched semantic networks in such cases.

These incorrect predictions highlight several current limitations of our approach: Difficulty in dealing
with figurative and metaphorical expressions, dependence on direct co-occurrences without modelling
pragmatic and functional relations, and failure to take into account the typology of the text (emotional,
technical, geopolitical, etc.). These observations argue in favour of enriching the model with external
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semantic resources (such as the Arabic WordNet or conceptual graphs) and integrating mechanisms for
register and discourse context recognition in order to improve disambiguation in complex situations.

Table 4 illustrates the effect of using different stemming algorithms on the accuracy of our lexical
disambiguation approach. This evaluation was carried out by applying our method to the third dataset,
using the following features: surrounding words and POS tags in a window of size £5 around the ambiguous
word to be disambiguated (S.W.15 + POS45).

The results clearly show that the Farasa stemmer achieves the best performance with an accuracy
of 93.68%, followed by the CAMeL stemmer with 90.54%. On the other hand, the Snowball stemmer
recorded the lowest performance with an accuracy of 78.01%. This difference in performance can be
attributed to the different morphological processing mechanisms specific to each stemmer. Farasa and
CAMeL are tools designed specifically for Arabic and take into account its complex derivational and
inflectional morphology. Therefore, these tools are able to preserve the root of words while retaining the

Table 3. Examples of a false prediction

Ambiguous Sentence Sentence translation Predicted Real sense
word sense

. . When the young deer discov-
ko O OVl Jlaw (23S ke | ered that their bird friend | &£ = pobe
Jam b 8 52,00l r@l._-w had flown away without saying
Belo 0K 1y a2 515, ¢ goodbye, they felt as if a thun-
Wahe O L (7125 992 | erbolt of sadness had struck
3 ] r&\" o2 O e | their little forest

N o . . | The moment the warning bell .

sl SIS o b O L}” bl rang in the village, the children o A
50 o dw;}(\ 5 1 21 2 | understood that it was time to

t”}l © g A ¢ quickly head to the shelter, as

Ll ) ae i M ol 28

the storm was about to arrive.
Jae | Shiy Je PP L G

. Those whose hearts are im-
@L LY gty o 48 tla . | printed with cruelty and self- C"J e osp

L | 5 N | ishness are not harmed by the
o Sl Cal e tears of the poor and hungry.

2 £ . It is noted that Nigeria is i L
~ Lsul o Qo Lsg OV 4] Lay | suffering from the worst floods o st Wome Al 558
(‘}UL. ‘_;:du Az Je @llas | in a decade, and the blame S b 2y

. ) o s .. 5 | is placed on the overflow (K
3N e e ol OWJ‘:“’UJ“} of water from the Lagdo é‘i};‘

Johs il ) 5551 00Kl t} Dam in neighboring Cameroon, - )

skall e 554! )LE.;\H along with the unusually heavy S eblan
T rainfall. S e
Isde SKC
i §

Bl e

contextual information essential for semantic disambiguation. Conversely, more generic stemmers such
as Snowball, originally designed for Indo-European languages and later adapted to Arabic, struggle to
deal effectively with the morphological peculiarities of this language. This can lead to excessive deletion
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of suffixes or prefixes, or even to the use of incorrect roots, compromising the quality of the extracted
feature vectors and consequently the performance of the disambiguation.

These results confirm the importance of choosing linguistic preprocessing tools adapted to the target
language, especially in tasks where the lexical and morphological context is so sensitive, such as lexical
disambiguation in Arabic.

Tables 5, 6 and 7 show the performance of our lexical disambiguation approach on the first, second
and third datasets as a function of the contextual features used. Two classifiers were evaluated: Naive
Bayes algorithm and Fuzzy Naive Bayes algorithm. The results highlight not only the importance of the
choice of features, but also the crucial role of fuzzy logic in dealing with ambiguous contexts and linguistic
uncertainties.

Effect of window size and POS tags: We found that increasing the size of the contextual window around
the ambiguous word from +2 to +5 significantly improved performance by providing the model with more
lexical cues. Adding POS tags to the surrounding words reinforces this trend by integrating an additional

Table 4. Effect of stemming on the performance of our approach

Stemmer Precision
Farasa stemmer 93.68 %
ISRI stemmer 88.16 %
CAMel stemmer 90.54 %
Tashaphyne stemmer | 82.32 %
Snowball stemmer 78.01 %

morphosyntactic dimension that refines the contextual representation. These results confirm that the
richer and more structured the contextual information available to the model, the better its ability to
disambiguate. Contribution of fuzzy logic to the Naive Bayes classifier: The fuzzy logic built into Fuzzy
Naive Bayes plays a crucial role in improving the observed performance. Unlike traditional Naive Bayes,
which is based on strict categorical membership, FNB allows each feature to be assigned a degree of fuzzy
membership to different semantic classes. This is particularly relevant for Arabic, where polysemy and
contextual variation are common. For example, in an ambiguous context where a word could potentially
belong to several senses with close probabilities, Naive Bayes is forced to choose a single category,
increasing the risk of error. FNB, on the other hand, models this uncertainty by assigning confidence
levels to each hypothesis and deriving the final class from these fuzzy values. This flexibility allows better
handling of cases where the contextual indices are partially contradictory or insufficient.

The results in Table 5 clearly illustrate this advantage: for all configurations, FNB outperforms NB on

all metrics (accuracy, precision, recall, and F1 score). The performance difference is particularly marked
in the most rich configurations in contextual information (S.W.15 + POSL5), where fuzzy logic takes full
advantage of the density and variability of the context.
The results in Tables 6 and 7, for the second and third datasets, respectively, confirm these observations.
Although absolute performance may vary according to the size and nature of the corpora, the consistent
superiority of FNB over NB and the beneficial effect of adding POS tags and contextual expansion remain.
This shows that fuzzy logic gives the system greater robustness in the face of the diversity of contexts
and ambiguities inherent in Arabic.

These results highlight the structuring role of fuzzy logic in the processing of lexical disambiguation. By
allowing for degrees of membership and integrating uncertainty into the decision-making process, Fuzzy
Nailve Bayes is particularly well suited to the morphological and semantic peculiarities of Arabic. Coupled
with extended context extraction enriched with POS tags, this model provides a powerful and flexible
solution to dealing with linguistic ambiguity.
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6.4. Limitations

Although our approach demonstrates strong performance in lexical disambiguation, there are still certain
challenges that reflect the task’s inherent complexity. For example, figurative or metaphorical expressions
and subtle pragmatic relations are difficult to model, and our method currently relies on co-occurrence
patterns and contextual features, such as surrounding words and POS tags. Performance can also vary
depending on the linguistic pre-processing tools used and the characteristics of the dataset. Addressing
these challenges could lead to further enhancements, such as integrating external semantic resources,
modelling discourse and register, and enriching contextual representations. This would strengthen the
robustness and applicability of the approach.

7. Conclusion and Future Work

WSD has a strategic position in the field of NLP. With the recent emergence of large-scale generative
models, such as GPT or LLaMA, capable of producing human-quality texts, the ability to accurately
interpret the meaning of words in context remains a fundamental challenge in order to guarantee the
coherence and relevance of downstream processing (automatic translation, automatic summarisation,
question-answer systems, etc.). From this perspective, effective WSD approaches remain essential to
complement and reinforce text generation models, especially in languages with high morphological
complexity. In particular, Arabic is characterised by its morphological richness, high polysemy, and the
importance of discourse context in the semantic interpretation of words. This complexity makes the task
of WSD even more delicate and requires approaches capable of modelling uncertainty and contextual
variability flexibly and accurately.

The integration of fuzzy logic through the FNB model proved to be particularly relevant in this work.
Unlike traditional approaches based on strict categorical membership, fuzzy logic can handle degrees of
membership of multiple semantic classes, which corresponds well to the inherently ambiguous nature
of language. This ability to model uncertainty and intermediate contextual situations offers a clear
advantage, particularly for Arabic WSD, where many words can simultaneously refer to several similar
meanings depending on the immediate context and discourse register. The results obtained on three
datasets confirm the robustness and superiority of the fuzzy approach, especially when combined with an
extended lexical and morphosyntactic context. This work also shows the growing interest in introducing
fuzzy reasoning into other areas of NLP and semantic processing, especially for languages with complex
morphology or high contextual load.

For future research, we plan to enrich our approach by integrating deep semantic models, structured
lexical resources, and discourse register detection modules to overcome the limitations of the treatment
of figurative and metaphorical uses (where the meaning of a word depends on cultural or emotional
implicatures). The aim will be to better handle these complex cases and to strengthen the system’s ability
to disambiguate statements with a high implicit or symbolic content, particularly in literary, journalistic,
or religious texts.
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